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Abstract

For decades, the literature on banking crisis early-warning systems has been dominated by two methods, namely, the signal extrac-
tion and the logit model methods. However, these methods, do not model the dynamics of the systemic banking system. In this
study, dynamic Bayesian networks are applied as systemic banking crisis early-warning systems. In particular, the hidden Markov
model, the switching linear dynamic system and the naive Bayes switching linear dynamic system models are considered. These
dynamic Bayesian networks provide the means to model system dynamics using the Markovian framework. Given the dynamics,
the probability of an impending crisis can be calculated. A unique approach to measuring the ability of a model to predict a crisis
is utilised. The results indicate that the dynamic Bayesian network models can provide precise early-warnings compared with the
signal extraction and the logit methods.

Keywords: Hidden Markov Model, Switching Linear Dynamic System, Naive Bayes Switching Linear Dynamic System, Time

Series, Regime

1. Introduction

The purpose of an early warning system (EWS) is to provide
an indication of an imminent crisis. In this study, EWSs for
banking crises are considered. A systemic banking crisis could
cost a significant portion of a country’s gross domestic product
(GDP) (Davis and Karim, 2008). An EWS could assist policy
makers in avoiding or reducing the effects of such a crisis.

The most common EWS methods are the logit model and
signal extraction methods (Davis and Karim, 2008; Demirgiig-
Kunt and Detragiache, 2005). In addition, various other static
classifiers have been applied, which include classification trees,
neural networks, and random forests (Alessi et al., 2015). Dy-
namic methods are scarce in EWS literature. In this study, it is
argued that dynamic methods are preferable for crisis detection.
The temporal dynamics of a banking system change before and
during a crisis. It is hypothesised that crises could be identified
by modelling these dynamics.

The dynamic Bayesian network is proposed for modelling
the banking system dynamics. The switching linear dynamic
system (SLDS) and the naive Bayes switching linear dynamic
system (NB-SLDS) are two methods that have not been con-
sidered before in the literature. These methods provide the
means to model dynamics as indicator variables that are tracked
through time. This is performed using state space models.
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Based on the dynamics, a tranquil or crisis regime could be
inferred.

In this study, the SLDS and NB-SLDS are compared with the
logit, signal extraction, and hidden Markov models (HMM).
The methods are implemented on a recent European dataset
consisting of various countries and indicators. The results
demonstrate that the SLDS and NB-SLDS are superior the other
models in terms of both accuracy and pre-crisis detection. The
novelty of the current work includes proposing the SLDS and
NB-SLDS models as systemic banking crisis EWSs. Further-
more, a unique approach to measuring the ability of the EWS
to predict a banking crisis is applied.

This manuscript is organised as follows: Section 2 provides
a discussion on related work. An introduction to the general
approach to EWSs is subsequently presented in Section 3. Sec-
tions 4, 5, 6, 7, and 8, the methods considered in this study are
discussed. The results are documented and discussed in Sec-
tion 9. Future work are provided in Section 10. A summary
and conclusion are provided to conclude the study in Section
11. Appendix A provides more detailed results.

2. Related Work

In the years following World War II, the global economy was
relatively stable (Demirgiic-Kunt and Detragiache, 2005). In
the early 1980s the liberalisation of the credit markets started.
Several financial crises occurred in developing countries. These
were often accompanied by banking crises. By the 1990s, bank-
ing crises became more widespread, prompting research on the
development of EWSs. The purpose of these EWSs was to iden-
tify variables that could provide indicators for banking crisis, as
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well as identify an actual imminent crisis. The banking crises
tended to diminish during the early 2000’s; however, in 2008, a
financial crisis erupted that affected banks globally.

In order to develop an EWS, a definition of a banking cri-
sis is required. Various definitions of banking crises have been
formulated (Gaytdn and Johnson, 2002). In this study, the defi-
nition that is selected corresponds with the dataset utilised. Ac-
cordingly, a systemic banking crisis is defined as “the occur-
rence of simultaneous failures in the banking sector that signif-
icantly impairs the capital of the banking system as a whole,
which mostly results in large economic effects and government
intervention” (Laina et al., 2015). This definition is chosen, as
the dataset contains a list of crises, with corresponding crisis
periods and dates. These crisis periods are in accordance with
the definition. The models are trained according to the crisis
dates. This study is therefore constrained to the particular defi-
nition associated with the dataset.

A leading indicator is a variable that exhibits unusual be-
haviour in the periods preceding a crisis (Graciela Kaminsky,
1998). Leading indicators are used in an EWS for providing
a warning of an imminent crisis. According to the literature,
various leading indicators have been utilised. These include
credit levels, asset prices, financial regulations, interest rates,
exchange rates, and GDP (Laina et al., 2015). Additionally,
other variables such as political factors could be considered
(Graciela Kaminsky, 1998). It is important to note that dif-
ferent sources of banking distress will have different indicators
(Gaytan and Johnson, 2002). Honohan and Honohan (1997) in-
dicate three classes of banking crises, namely, macroeconomic
epidemics, microeconomic deficiencies, and endemic crises. In
this study, the leading indicators utilised are macro-financial
factors and the transforms thereof. Banking crises typically re-
lating to the macroeconomic epidemic class are investigated.

The logit model (Demirgii¢c-Kunt and Detragiache, 1998) and
the signal extraction method (Kaminsky and Reinhart, 1999)
are the two most commonly used methods in banking crisis
EWSs (Davis and Karim, 2008). The logit model comprises a
logistic regression that classifies indicator data into a tranquil or
crisis state. The signal extraction method is a heuristic method
that defines a threshold. If an indicator variable exceeds the
threshold within a window, a warning signal is issued. A draw-
back of this method is that it is univariate. Furthermore, it does
not provide an indication of the severity of a crisis.

Various expert systems have been proposed as EWSs. These
include expert systems based on self-organising maps (Jagric
etal., 2015), neural network models (Celik and Karatepe, 2007,
Iturriaga and Sanz, 2015; Nag and Mitra, 1999; Sevim et al.,
2014), regression trees (Manasse and Roubini, 2009), binary
classification trees (Duttagupta and Cashin, 2008), hybrid mod-
els (Lin, 2009; Lin et al., 2008), grey rational analysis (Lin and
Wu, 2011), support vector machines (Ahn et al., 2011; Feki
et al., 2012), random forests (Alessi and Detken, 2014), and the
multiple-indicator-multiple-cause method (Rose and Spiegel,
2012). Comparisons between such methods have been con-
ducted by Boyacioglu et al. (2009). These expert systems are
based on static classifier methods. They do not consider the
changes in the system over time.

The work of Cerchiello and Giudici (2016) is more closely
related with the present study. These authors propose an expert
system that makes use of a graphical model for systemic risk
estimation. In this system, conditional dependencies such as
those between financial institutions are modelled. The aim is to
identify institutions that pose risk to the banking system. The
proposed graphical model does not model dynamics directly.

In dynamic methods, temporal changes in the system are
taken into account. The autoregressive process (AR) and mov-
ing average process (MA) are two traditional time-series anal-
ysis methods. These models have been combined and ex-
tended to form the autoregressive moving average (ARMA)
and autoregressive integrated moving average (ARIMA) mod-
els (Kirchgissner et al., 2012). These models are referred to as
the Box Jenkins models. The ARMA model has been used as
an EWS in financial crises (Faranda et al., 2015). The Markov
switching model is more closely related with the present study.
This model is also referred to as the Hidden Markov Model
(HMM) (Murphy, 2012). It is a dynamic Bayesian network
(DBN) that samples over time by using the Markov assump-
tion. The Markov switching model has been used as an EWS in
currency crises (Abiad, 2003) and in speculative attacks (Mar-
tinez Peria, 2002). In this study, the literature is extended
to include the switching linear dynamic system (SLDS) and
the naive Bayes switching linear dynamic system (NB-SLDS).
These models use a state space representation that allows for
indicator variables to be ‘tracked’ over time.

3. General Approach to the Banking Crisis EWS

Several methods are considered as banking crisis EWSs in
this study. These include the signal extraction, the logit model,
the hidden Markov model (HMM), the switching linear dy-
namic system (SLDS) and the naive Bayes switching linear dy-
namic system (NB-SLDS). A large volume of literature exists
on the application of the signal extraction and logit models as
banking crisis EWSs. The application of the DBN models to
time series data generally comprises a two-step process. First,
the model parameters are learned, given the data. Second, given
the model, its parameters and a new dataset, the latent variables
are inferred. In the instance of a banking crisis, the latent vari-
able of interest is a random variable indicating the probability
of a crisis. For an EWS, the probability of a crisis provides an
indication of an imminent crisis.

4. Signal Extraction Method

The signal extraction method for banking crisis detection was
pioneered by Kaminsky and Reinhart (1999). The method is
univariate and non-parametric. A threshold is defined for a
particular feature or indicator. A feature or indicator is a vari-
able that is assumed to capture vulnerabilities and imbalances
in the domestic economy. For example this could be an asset,
a credit, a micro economic or a macroeconomic variable. If the
data within a specified window crosses the threshold, a signal
is issued, indicating that a crisis is imminent. To determine the
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Algorithm 1 Signal extraction method.
Require: the dataset, the specified window size, k.
1: for 0 = 1% — 100% do
2:  Initialise a contingency (confusion) matrix to zeros
3:  for each country in the dataset do
4: Compute the threshold for the indexed 6
5
6

for each sample t =k — T do
Extract a data window of size k that ends at ¢ from
the referenced countries data sequence.

7: Emit crisis signal if any sample in the window
crosses the threshold.
8: Update the contingency (confusion) matrix accord-
ing to the result and true state.
9: end for
10 Compute noise-to-signal ratio from the contingency
matrix using (4.1)
11:  end for
12: end for

13: Select the threshold that produces the lowest signal-to-
noise ratio

threshold, a brute force method is used to minimise a perfor-
mance measure, referred to as the noise-to-signal ratio (Laina
et al., 2015; Borio and Drehmann, 2009). An EWS could use
the signal directly; when a signal is issued, a warning is raised.

The noise-to-signal ratio is defined according to the contin-
gency matrix (known as a confusion matrix in machine learning
literature). The contingency matrix A = [A ] is defined such
that an element, A j; contains the number of samples whose true
state is k and which are classified to the state j (Theodoridis and
Koutroumbas, 2009). The columns describe the true state. The
rows describe the inferred state. In a banking crisis, there are
two states, namely tranquil and crisis. With two states, the con-
tingency matrix has a size of 2 X 2. The number of correctly
identified tranquil samples is identified by A;;. The number
of correctly identified crisis samples is identified by Ay;.The
number of crisis samples incorrectly identified as tranquil sam-
ples is identified by A;. The number of tranquil samples in-
correctly identified as crisis samples is identified by Ap;. The
noise-to-signal ratio is given by (Laina et al., 2015; Borio and
Drehmann, 2009)

App/(Az + Ax)
A /(A + Ay)

A threshold 6 is defined as a particular percentile of a given
data sequence. A search is performed over a fine range of
thresholds. The threshold that produces the minimum noise-
to-signal ratio is selected. The signal extraction method is pre-
sented in Algorithm 1.

Noise-to-signal ratio = “.n

5. Logit Model

The logit model comprises the performing of logistic regres-
sion on a set of features or indicators. Logistic regression makes
use of the model (Barber, 2012; Murphy, 2012)

plc = 1|x) = sigm(b + x' w), (5.1)

where c is a class variable to be determined, x is the input train-
ing data, sigm is the sigmoid function, b is a scalar, and w is a
vector. The variables b and w are the parameters of the model.
In the banking crisis application, (5.1) provides an indication of
the probability of a crisis. The purpose of logistic regression
is to determine a boundary that separates two sets of data. The
boundary is given by the hyperplane (Barber, 2012)

b+x'w=0. (5.2)
Note that the assumption of the logit model is that the data are
linearly separable.

To train the model, a gradient ascent method could be used
to maximise the likelihood (Barber, 2012)

N

L(w,b) = Zc" log (sigm(b + w'x"))

n=1

(5.3)

+(1-c"log (1 — sigm(b + wa”)).

Once the model is trained, a set of features or indicators could
be presented to the model. Using (5.1), the probability of a
crisis will be the output. The probability of a crisis provides an
indication of an imminent crisis in an EWS.

6. Hidden Markov Model

The hidden Markov model (HMM) is a dynamic Bayesian
network that consists of a Markov chain emitting observable
measurements. The model has been successfully used in a vari-
ety of applications. Two of the most successful applications are
speech recognition and gene finding (Murphy, 2012). No spe-
cific applications to systemic banking crises have been found in
the literature, and particularly not for the approach to the HMM
as presented in this study.

The HMM consists of a set of latent variables 4.7 and a set of
observed variables vi.7. The latent variables form a first order
Markov chain, with transition probability p(h,|h,—1). The ob-
served variables are conditionally dependent on the latent vari-
ables through an emission probability p(v|h;). The latent vari-
ables are discrete and the observable variables could be discrete
or continuous. The graphical model of the HMM is presented
in Figure 1. The joint distribution of the HMM is given by
(Barber, 2012; Murphy, 2012)

T
p(hi.r,vier) = pilh)p(h) 1_[ pilh) p(hlhy-y).

t=2

For the banking crisis EWS, the latent variable 4, is a dis-
crete variable describing either a franquil or crisis state. Given
the nature of the latent variable, the transition probability is a
discrete distribution. The distribution is represented by using a
transition matrix ®, where ®;; = p(h, = jlh,-y = i), which is
the probability of transitioning from state i to state j.

The observed variable is assigned to describe a continuous
banking crisis indicator variable. Given the nature of the ob-
served variable, the emission distribution is continuous. It is
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Figure 1: The hidden Markov model. The latent variables /1.7 form a Markov
chain. Each observable variable v, is conditionally dependent on its correspond-

ing latent variable /;. Observable variable nodes are illustrated in a darker shade
of grey.

assumed that p(v|h,) takes the form of a Gaussian distribution
parametrised by mean y and covariance X. That is, for state
J» the observation model is given by the conditional Gaussian
distribution (Murphy, 2012)

pilhy = j) ~ N(vilpj, Z).

In a crisis, an indicator variable could rise or fall to a particu-
lar mean during the crisis. The volatility of the indicator vari-
ables could increase during a crisis. The HMM models such
behaviour by using the mean and covariance, respectively.

In the banking crisis application, a sequence of samples
for a set of indicator variables v,.; are presented to a trained
model. Using inference, the probability of a crisis at each
time ¢ is determined, given the sequence of samples. That is,
p(hy = crisis|vy.r) is inferred. For an EWS, the probability of a
crisis indicates an imminent crisis.

6.1. Inference

Inference comprises computing the latent variables, given a
data sequence of the observed variable and the HMM parame-
ters. Filtering comprises determining the belief state p(f,|vi.).
Note that this is up to time . Filtering is performed us-
ing the forwards algorithm. Smoothing comprises computing
p(hvi.7), given the complete sequence of evidence up to time
T.

Smoothing is performed using the forwards-backwards algo-
rithm. This algorithm consists of two steps, namely, a predic-
tion step and an update step. In the prediction step, the follow-
ing is computed (Murphy, 2012)

ph; = jlvigo) = Zp(ht = jlhi—1 = Dp(hy—y = i|vi4-1). (6.1)

1

The update step involves computing (Murphy, 2012)

a,(j) = p(hy = jvi) o< pwilhy = HpChy = jlvia-1).  (6.2)
Attime f = 1, @ is given by (Murphy, 2012)
a1()) = p(hilvy) o< p(vilhy = j)p(hi = ). (6.3)

Together, (6.1) and (6.2) form the so-called a-recursion.
The forward-backward algorithm consists of a forward re-
cursion and a backward recursion. The forward recursion is the

Algorithm 2 HMM forward-backward smoothing algorithm.
Note that it is recommended to work with logarithms to avoid
numerical underflow.
Require: the transition matrix, the dataset (local evidence),
and the initial state distribution p(h;).
Perform initial update step using (6.3).
fort=2—-Tdo
Perform the prediction step using (6.1).
Compute @, up to a normalisation constant in the update
step using (6.2).
5:  Normalise the @, computed in the previous step.
6: end for
7: Initialise 87 = ar.
8
9

E S

cfort=T-1—-1do
: Compute 5; up to a normalisation constant using (6.4).
10:  Normalise the 8, computed in the previous step.
11: end for
12: fort=1—- T do
13:  Compute 7, using (6.5).
14: end for

filtering method described above. The backward recursion is
computed as a S-recursion, where (Murphy, 2012)

Bi-1() = p(virlhi = 1)
= > B = jplhy = iy = ).
J

6.4)

The forward and backward recursion results are combined to
form the posterior given by (Murphy, 2012; Barber, 2012)

a(HB:())

_— 6.5
Zj a:())B:()) (6)

v:i(j) = p(h; = jlvi.r) =

The forward-backward smoothing algorithm is presented in Al-
gorithm 2.

6.2. Learning

The expectation maximisation (EM) algorithm is applied for
learning in the HMM from a given dataset. The algorithm com-
prises a two-step process. In the expectation step, the latent
variables are inferred by using an inference algorithm, such as
presented in Section 6.1. Inference produces a fully observable
HMM. Given the fully observable HMM, the second step com-
prises learning the parameters in a maximisation step. These
two steps are repeated until a likelihood measure converges.

The maximisation step comprises computing the values of
the HMM parameters. For a set of N training sequences, the
transition matrix is updated by using (Murphy, 2012)

2 Zﬁv zT:z P"ld(hi,r = Johis-1 = klvirr)
ik =
Zﬁv Zthz P"ld(hi,z—l = klvi1.1)

(6.6)

where p°() denotes the inferred conditional distribution using
the parameters determined in the previous iteration of the EM
algorithm.
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Figure 2: The switching linear dynamic system (SLDS). The lower section of
the SLDS consisting of A;.7 and vi.r forms a linear dynamic system (LDS).
Observable variable nodes are illustrated in a darker shade of grey.

The emission distribution mean and covariance are updated
using (Murphy, 2012)

= SN P hiy = kvirr)vis
L=
SN YL ot hi, = klviir)

6.7)

and

s _ SN S PP hiy = Kvigr)vig = ) Wig = )"
k — .
va Z,T:1 POl = klvirr)

(6.8)

Ateach iteration the HMM likelihood is computed for assess-
ing the terminating conditions. The HMM likelihood is given
by (Barber, 2012)

porr) = Y plhy = jvir) = Y ). (6.9)
J J

where a,(j) is given in (6.2).

7. Switching Linear Dynamic System

The switching linear dynamic system (SLDS) models a sys-
tem with a continuous underlying process that jumps from one
regime to another (Bar-Shalom and Li, 1993; Barber, 2012;
Murphy, 2002). The system is associated with various names
in the literature, such as the switching Kalman filter and the
switching state space model (Murphy, 2002). The SLDS has
been used in applications such as econometric (Kim, 1994),
speech recognition (Mesot and Barber, 2007) human behaviour
detection (Turaga et al., 2008), and human-figure tracking prob-
lems (Pavlovic et al., 1999).

The SLDS consists of a discrete switching state variable s;,
a latent continuous variable 4, and an observable continuous
variable v;. The graphical model of the SLDS is illustrated in
Figure 2. The latent and observable variables form a linear dy-
namic system (LDS). The LDS is a state space model (Barber,
2012).

The SLDS is modelled according to the following state space
equations

(7.1)
(7.2)

hy = A(sphi—y + Uil(sr%
v = B(sph; + Thv(st)~

The matrix A(s,) is referred to as the state transition matrix or
the system matrix. The matrix B(s,) is referred to as the mea-
surement matrix. The variables 7" and 5} are the state noise
process and the measurement noise, respectively. These vari-
ables are assumed to be white Gaussian noise, parametrised by
zero mean and covariance X, and Z,, respectively. Equation
(7.1) describes the transition probability distribution

P15 = N (Rdfi(s;) + As)he, Zi(s1))

where 7,(s;) is the hidden bias (Barber, 2012). Equation (7.2)
describes the emission probability distribution

pilhy, s)) = N vi|vi(s;) + B(sphy, Zo(s1)

where V,(s,) is the output bias (Barber, 2012). A zero hidden
and output bias is assumed in this study. The switching state
variable s, could be viewed as a variable that selects a particu-
lar set of LDS parameters to model the dynamics of a specific
regime.

The switching state variable s, describes the regimes, or
states the system transitions between. In this banking crisis ap-
plication, s, is identical in operation to the HMM discrete latent
variable h,. That is, s; describes either a tranquil state or a crisis
state. The LDS portion of the SLDS is used to model the dy-
namics of indicator variables. The LDS is a state space model
described by a set of first-order difference equations in matrix
form. Equations (7.1) and (7.2) describe the state space equa-
tions for a particular state s,. In the banking crisis application,
h; models an indicator variable as well as its first and its sec-
ond derivative in the form of difference equations. Similar to
the HMM, the objective is to infer p(s, = crisis|v;.7), which
provides the indication of an imminent crisis in an EWS.

The operation of the LDS is easily understood in the context
of a target tracking application. The observable variable could
represent the target location that is obtained from a noisy sen-
sor such as aradar. The latent variable describes the target state.
This could be its true position, its velocity (first derivative) and
its acceleration (second derivative). Equation (7.1) predicts the
target’s current state /s, given its previous state /,_;. Equation
(7.2) models the sensor output, taking into account the uncer-
tainty owing to sensor noise.

7.1. Inference

As for the HMM, a filtering and a smoothing method could
be derived for the SLDS. Unlike the HMM, however, exact
inference in the SLDS is intractable (Barber, 2012; Murphy,
2002). The system is propagated forward according to equa-
tion (7.1). At each time, the system could be propagated to S
different states. At the succeeding time, each of these states
is propagated to a further S states. The number of probabil-
ity distribution components thus increases by a factor of § as
time progresses. To manage this exponentially increasing state
space, the posterior distribution is represented as a mixture of
D Gaussians of the form (Barber, 2012)

D
P = ) palus, Z)pli), (7.3)
i=1
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where p(x|u;, ;) ~ N(u;, Z;) is the ith component Gaussian dis-
tribution and p(i) is the weight of the component. After each
iteration of the inference algorithm, the number of components
is pruned to a fixed size. A distribution that is approximated by
a mixture of Gaussians is denoted by g(-).

7.1.1. Filtering

The filtering method used in this study is the Gaussian sum
filtering (GSF) algorithm. Filtering comprises the inference of
the latent variables, given the sequence observed variables up
to time ¢. In the SLDS, the posterior distribution p(s;, h|vy.) is
computed. The inference progresses up the network from v, to
h, to s;. The posterior distribution can be split into a discrete
and a continuous factor respectively, by using the chain rule of
probability (Barber, 2012)

p(ses hulvize) = p(sivi:)p(hulse, via) (7.4)
The discrete factor is the probability of the switching state given
the observed data. The second factor is a continuous probability
distribution describing the /,. Each factor is determined in the
filtering algorithm.

The continuous factor is computed by using the forward
LDS algorithm. This algorithm is commonly referred to as the
Kalman filter (Murphy, 2012). To determine this factor, the pa-
rameters of the distribution are computed. The latent variable
is represented by a Gaussian distribution, parametrised by mean
f(s;) and covariance F(s,). This Gaussian distribution is prop-
agated forwards using the LDS dynamics given by equations
(7.1) and (7.2). Propagating the LDS for all S switching states
results in an S X § component Gaussian mixture. Each com-
ponent in the mixture is parametrised by mean and covariance
(Barber, 2012)

Ui (Ses Si-1) = pn + ZwZ0 (v — ), (7.5)
S (St S1-1) = Zp = Z X s (7.6)
where

Uty si-1) = AGs) f(5i-1)s (7.7)
(815 Si-1) = B(s)AC)f(5-1), (7.8)
(e, 5-1) = A(s)F (s-1)A” (5,) + Z(s-1), (7.9)
T (St 81-1) = B(s)ZBT (5) + 2V (511, (7.10)
Eon(sts $-1) = B(s)F(s,-1) = = . (7.11)

Note that the (s, s,—1) dependence notation is dropped in (7.5)

and (7.6) for the terms given in (7.7) to (7.11) for readability.
The mixture weights are given by (Barber, 2012)
Wi(S1, $1-1) =q(S-11S1, V-1, V1) (7.12)

Ny, Z0y)p(SelSi—1) -1 (81-1)

At each time step, the S XS Gaussian mixture is collapsed back
to an S component Gaussian mixture, with mean f(s,) and co-
variance F'(s;). The mixture could be collapsed by merging the

Algorithm 3 Gaussian sum filtering (GSF) algorithm for the

SLDS model.

Require: the dataset, the linear dynamic system parameters,
the switching transition probabilities, and the initial state
probability po(s).

1: Initialise a(s) = po(s), and the initial Gaussian parameters
f(s;) and F(sy).

2: fort=1—->Tdo

32 fors;,=1— S do

4

5

fors, ;1 =1—- S do
Use (7.7) through (7.11) to compute ), in (7.5),
Xy in (7.8) and N (uy, Zyy).

6: Compute w, using (7.12)

7: end for

8: Compute «,(s;) using (7.13)

9: Collapse the mixture of Gaussians parametrised by
M, 2y and w, to a single Gaussian distribution,
parametrised by f(s,) and F(s;)

10:  end for

11:  Normalise a;(s;)

12: end for

components with the lowest weights into a single Gaussian dis-
tribution parametrised by

H= Zwiﬂi
i

T= Z wiEi + ] ) —

where w; is the mixture weight of the i component given by
(7.12), u; is the mean of the i component given by (7.5) and &;
is the covariance of the i component given by (7.6).

The discrete component in (7.4) is computed as

a,(s;) = p(silvr) Z wi(Ss, 81-1)

St-1

(7.13)

The algorithm for the Gaussian sum filtering is presented in
Algorithm 3.

7.1.2. Smoothing

The smoothing method considered in this study is the gener-
alised pseudo Bayes (GPB) algorithm (Kim, 1994; Bar-Shalom
and Li, 1993; Barber, 2012). Smoothing comprises the infer-
ence of the unobservable variables at time ¢, given the complete
sequence observed variables up to time 7. In the SLDS, the
posterior distribution p(s;, hs|vy.7) is determined. This distribu-
tion could be expressed as (Barber, 2012)

p(si hlvir) (7.14)

=" plsiilvir)p(sidsi, vir)

St+1

: f Philhists Sty Sea 1 Vi) P(hest 86, See1, VieT).
h1+l

Each of these factors are computed in the smoothing algorithm.
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The first factor is the previous smoothed posterior denoted
by Bi+1(s; + 1). The update for the smoothed posterior in the
current iteration is given by (Barber, 2012)

Bi(s:) = p(silvi.r) = Z P(Se1Ver)p(selSia1, Vi)

St+1

(7.15)

The first factor is the previous £, (s, + 1). The second factor is
equivalent to the second factor in (7.14). This second factor is
approximated by the filtered result (Barber, 2012)

P(see1ls)p(selvi)
Zs, P(si1ls)p(si|vi)
The integral in (7.14) is the marginal distribution

Pl sty Se1, VIiT)- This distribution is parametrised by
mean and covariance (Barber, 2012)

(7.16)

P(silSit1, Vi) =

v —
He(Sty See1) = A(St, $141)8(See1) + (S, S141) (7.17)
< <T
2 (S5 8041) = A(St, 8141)G(S101) A7 (St S141) (7.18)
—
+ Z(S[, St+1)’
where
h
A(St, Sta1) = Ziat 1/ Zes1 141 (7.19)
- —
m(sy, s+1) = f(s) = A(Sp S 1)Hn (7.20)
— —
Z(Sp, 841) = F(sp) — A(s, Si01)Z041- (7.21)
ZHI,L‘ = A(si ) F (). (7.22)
2t+l,l+1 = A(s,+1)F(s,)AT(s,+1) + Zh(s,H) (7.23)

F(s;) and f(s,) are the filtered covariance and mean, respec-
. Iy — — <
tively. A(ss, $i+1) and (s, Sie1) ~ N | m(sy, Sie1)s E(SHSHI))

are the parameters for the reversed LDS dynamics. These
are the Rauch-Tung-Striebel equations for the LDS backward
procedure (Barber, 2012, 2006). The smoothed posterior
q(he41S41, vi:7) 1s parametrised by mean g(s;1) and covariance
G(s;+1). These are computed in the previous iteration of the
backward procedure.

The smoothed posterior distribution is represented by a mix-
ture of Gaussians, g(-). The mean g(s;) and covariance G(s;) in
the current iteration are computed in the marginalisation (Bar-
ber, 2012)

q(lsivir) = ) plsialsi vir)gQulsy s vir).  (7.24)

St+1

This marginalisation is approximated by collapsing the mixture.
The second factor in (7.24) describes the mixture components
that are parametrised by (7.17) and (7.18). The first factor de-
scribes the mixture weights given by (Barber, 2012)

DP(silsi1, vir)p(sesviir)
Dosis PGS, vier)p(See1vir)

P(Ser1lsevir) = (7.25)

The smoothed posterior for the state vector, p(h|v;.7) could
be optionally computed by the following marginalisation (Bar-
ber, 2012)

ghvir) = " plsivir)g(hlsi v, (7.26)

St

Algorithm 4 Generalised pseudo Bayesian (GPB) smoothing

algorithm for the SLDS model.

Require: The filtering results of Algorithm 3, the linear dy-
namic system parameters and the switching transition prob-
abilities.

1: Set g(s7) = f(s7), G(s7) = F(s7) and yr = ar(s7).

Find p(hr|vi.7) by collapsing the Gaussian mixture given

by (7.24).

fortr=T-1—- 1do

fors,=1— S do
for s;,;=1— S do
Determine w,(s;, $;+1) in (7.17) and Z,(s;, §;+1) in
(7.17) using (7.18) through (7.23).
Determine p(s|si1, vi.r) using (7.16).
8: end for
. end for

10:  Determine 5,(s;) = p(s;|vi.r) using (7.15).

11:  Determine p(s;1|ss, vi.7) using (7.24).

122 fors,=1— S do

N

AN A

b

13: Find p(hls;, vi.7) by collapsing the Gaussian mixture
given by (7.24).
14:  end for
15:  Find p(h|v;.7) by collapsing the Gaussian mixture given
by (7.25).
16: end for

The marginalisation is approximated by collapsing the Gaus-
sian mixture parametrised by mean g(s,), covariance G(s,), and
weights B;(s;).

The generalised Pseudo Bayes smoothing algorithm is pre-
sented in Algorithm 4.

7.2. Learning

As for the HMM, learning of the parameters for the SLDS
could be performed by using the EM algorithm. The expecta-
tion step could be performed using the GPB smoothing algo-
rithm. Maximisation is performed by updating the parameters
at each iteration.

The SLDS is parametrised by the set ® = {uo(s;), a(z)(sf),
A(sy), Zu(s), B(sp), Zy(ss), p(si=0), ®}. The initial mean
wo(s)™ relates to the prior mean f(s,)"™ in the filtering algo-
rithm. The initial variance o7(s;)*" relates to the prior co-
variance F(s,)" in the filtering algorithm. A(s)™, Zu(s)"™,
B(s)™, and Zy(s,)™ are the LDS parameters. The prior switch-
ing state is given by p(s;=0). The switching state transition ma-
trix is denoted by ®. The following set of equations provides
approximations for the LDS parameters. The i subscript indi-
cates s, = i.

The initial mean is given by (Murphy, 1998)

/’,\l()‘. = ]Epnld(hllrv)[hl], (727)

where E[-] denotes the expected value. The initial covariance is
given by (Murphy, 1998)
Go, = Epoug,v) [(hl — po)(hy _,UO)T]

= B pouacu vy (i 1} ] = pao, - (7.28)
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The state transition matrix is given by (Murphy, 1998)

T .
o Y Epug [hth,T_l] p7s; = ilvir)

i= =7 : . (7.29)
D=0 Bpotaev [hHh,T_I] po(s; = ilvir)
The state noise covariance is given by (Murphy, 1998)
T
Sh, =[Z E pota vy [ 1 p” (51 = ilvi.7) (7.30)
=2
T
= D A gy 1] 19 (s, = im:T)]
=2
S
S pM(sy = ivir) |
The measurement matrix is given by (Murphy, 1998)
X E gy | BT | p?(se = dlvir)
B = tlfp(\)[z] t (131)

St By [hrh,T] po(s; = ibvrr)

The measurement noise covariance is given by (Murphy, 1998)

T
Sy, =[Z(vzvtT (s = ilvir) (1.32)
=1
T
- Z BiE sy [halv p* (s, = i|V1:T)}
=1
T
S s = i) |
The initial switching state is given by (Murphy, 1998)
old _ 3
plsy = i) = pPe(s1 = ivi.r) (7.33)

S y :
Y PO(sy = ilviir)

The state transition probability is given by (Murphy, 1998)

T . .
S, p(s =iy sim1 = jvir)

Zthz pom(sz—l = jlvi.r)

;= pls; = ilsim1 = j) =
(7.34)

The state transition matrix @ is a square S XS matrix. It consists
of p(s; = i|s;-; = j) for each i along the rows and each j along
the columns.

The likelihood used in the EM algorithm is given by (Barber,
2012)

T-1
porr) =[] D) poilse st v

t=0 ;51
- p(SelSi—1, Vi-1)

- p(Si—1vi—1)- (7.35)

After each iteration of the EM algorithm, the likelihood is com-
puted. If the learned parameters produce a higher likelihood
than that in the previous iteration, the parameters have im-
proved the model’s performance. The algorithm is repeated un-
til the likelihood converges.

hii®

Figure 3: The dynamic Bayesian network structure of the naive Bayes switch-
ing linear dynamic system (NB-SLDS) for three input variables (Dabrowski
et al., 2016). Each input variable is associated with a separate LDS. In general,
the NB-SLDS could consist of N visible nodes (vEl) ... vEN)), N hidden nodes
(h;l) .. h;N )), and a single switching state node (s;) at each time 7. Note that the
augmented NB-SLDS contains links from s, to vi")
are illustrated in a darker shade of grey.

. Observable variable nodes

8. Naive Bayes Switching Linear Dynamic System

The naive Bayes switching linear dynamic system (NB-
SLDS) is a variant of the SLDS (Dabrowski et al., 2016). The
graphical model of the NB-SLDS is presented in Figure 3. The
NB-SLDS uses a set of N variables as input. An LDS is as-
sociated with each variable. It is assumed that the LDSs are
conditionally independent, given the switching state s;,. The
benefit of this assumption is that the model can handle miss-
ing and unsynchronised data. The SLDS allows for modelling
multiple variables by combining them into a single state space.
However, during learning and inference, a sample from all vari-
ables at each time step is required. In the NB-SLDS, if a sample
from a variable is missing, the variable could be ignored. Only
variables with samples contribute. Furthermore, variables com-
bined in a single state space in the SLDS are assumed condi-
tionally dependent, given s,. Each variable that is added to the
state space results in an exponential increase in the dimension-
ality of the system. Adding variables to the NB-SLDS results
in a linear increase in the dimensionality of the system.

For a set of N variables, the state equations for the nh LDS
in the NB-SLDS are given by (Dabrowski et al., 2016)

" = AG)" " + (s,
v = B(s) ™R+l (s)™.

8.1)
(8.2)

where n € {1,...,N}. The variables presented in these equa-
tions are described in Section 7. Equation (8.2) describes the
augmented NB-SLDS that contains a link from s, to v\ In the
case of the standard NB-SLDS presented in Figure 3, B is not
dependent on s,.

8.1. Inference

Inference in the NB-SLDS is similar to inference in the
SLDS. In the NB-SLDS, however, there are N LDSs that are



processed independently. The derivations for the inference al-
gorithms are presented in (Dabrowski et al., 2016). The GSF
method is applied for filtering and the GPB algorithm is applied
for smoothing. As for the HMM and the SLDS, the objective of
inference is to infer the probability of a crisis given a sequence
of samples for a set of indicator variables. This probability pro-
vides an indication of an imminent crisis in an EWS.

8.1.1. Filtering

In the NB-SLDS, filtering comprises computing the pos-
terior distribution p(s,,hfl),...,hﬁN)Iv(ll,t),...,v(llz)). For nota-
tional convenience, the posterior distribution can be written as
pCsi V) Using the chain rule of probability, this dis-
tribution can be split into two factors

N
P VW) = plsD [ | p s Vi) 8.3)
n=1

The first factor is a discrete probability distribution. The second
factor in the product is a continuous probability distribution.
This factor relates to the n" LDS. These factors are computed
by the GSF algorithm.

The factor within the product in (8.3) is computed by us-
ing the forward LDS algorithm. For each LDS and switching
state s,, the posterior distribution is represented by a Gaussian
mixture, parametrised by mean f(s;)™ and covariance F(s;)".
This Gaussian mixture is propagated forward using the LDS dy-
namics given by equations (8.1) and (8.2). The propagation for
all § switching states produces an § X § component Gaussian
mixture. Each component in the mixture is parametrised by the
following mean and covariance (Dabrowski et al., 2016)

pa s se-)™ = ) + ZVEIOGY — i), (8.4)
(s, =)™ = Z0) — s lms ) (8.5)

where (Dabrowski et al., 2016)
By 5™ = Als)™ £ (s-)™, (8.6)
(s 52D = B(s) P A(s)™ f(si-1)™, (8.7)

(st Si-)™ = Als) ™ F(s,-1) AT (59 + X'(s,-1)™, (8.8)

Zo(8ts =)™ = B(s) ™ BT (s)® + 2 (s1-1)™, (8.9)
Zon(sey 5-)® = B(s) W F(so)™ =2 . (8.10)

For readability, the (s;, s;-1) dependence notation in (8.4) and
(8.5) is omitted from the terms given in (8.6) to (8.10).
The mixture weights are given by (Dabrowski et al., 2016)

I:N I:N
wi(st, si-1) =q(si-ils, VLN )

o N, ) p(silsi—1)—1(s-1)

(8.11)

At each time step, the S x S Gaussian mixture is collapsed
back to an S component Gaussian mixture, with mean f (s)®
and covariance F(s;)"™. The method used for the SLDS, as de-
scribed in Section 7.1.1 could be used for the NB-SLDS.

Algorithm 5 Gaussian sum filtering (GSF) algorithm for the

NB-SLDS model (Dabrowski et al., 2016).

Require: the dataset, the linear dynamic system parameters
and the switching transition probabilities and the initial
state probability po(s).

1: Initialise a(s) = po(s), and the initial Gaussian parameters
f(s)™ and F(s)™.

2: fort=1—-Tdo

3 fors;,=1— S do

4: for s, 1 =1— S do

5

6

forn=1—- Ndo

Use (8.6) through (8.10) to compute y;’l’j in (8.4),

2273 in (8.5) and N (™, =™).

7: end for
8: Compute w; using (8.11)
: end for
10: Compute «,(s;) using (8.12)
11: forn=1—- Ndo
12: Collapse the mixture of Gaussians parametrised by
/12'{3, ZEITV) and w; to a single Gaussian parametrised
by f(s;)" and F(s;)"
13: end for
14:  end for
15:  Normalise a;(s;)
16: end for

The first factor in (8.3) is computed as (Dabrowski et al.,
2016)

a,(s) = plsi™) o > wilsi, si1) (8.12)

St—1

The algorithm for the Gaussian sum filtering for the NB-SLDS
is presented in Algorithm 5.

8.2. Smoothing

Smoothing comprises computing the conditional distribu-
tion p(s,, h"™ )Iv(ll::TN )). This distribution could be expressed as
(Dabrowski et al., 2016)

I:N 1:N
pCsp, BN (8.13)
1:N 1:N
= PV pCsilsir, V)
St+l
N
T [ 0 5 VO s 50108,
n=1 Y

The smoothing algorithm comprises computing each of these
factors. The algorithm assumes that the filtered results are avail-
able. It progresses backward from the last sample at time 7 to
the first sample.

The first factor is the previous smoothing posterior denoted
by B:+1(s; + 1). In the current iteration, the smoothed posterior
is updated according to (Dabrowski et al., 2016)

Bils) = psiviin”) = 3" plsia i p(sidsian Vi) (8.14)

St+1



The first factor is the previous posterior 8.1 (s;+ 1). The second
factor in (8.14) is equivalent to the second factor in (8.13). It is
approximated by the filtered result (Dabrowski et al., 2016)

P(seals)p(sivit™)
O, P(sieals)p(siviY)

The integral within the product in (8.13) is the marginal
distribution p(h\”|s, s+1,v"). This marginal distribution is
parametrised by mean and covariance (Dabrowski et al., 2016)

(1:N

psilsr, vV = (8.15)

piCsts 562)™ = ACssy 5001850 )™ + s, 500)” (8.16)
SeiCsis 5610 = A(siy 500G lsi) P AT (s, 5000 (8.17)
+ E(Sta si51)™,
where (Dabrowski et al., 2016)
Alss, i)™ = 5O JED (8.18)
st 5™ = F(5)™ = A5ty 5100 p” (8.19)
st s00)™ = F(s)™ = Ay s1)™E?, (8.20)
== Alse) M F(s)™. (8:21)
= = AGu) PF(s) AT (s)™ + Z(s)™ (822)

where the mean f(s;)™ and covariance F(s,)™ are param-
eters of the filtered posterior. The parameters for the re-
. «—
versed LDS dynamics are A(s;, s;+1)® and 5(s;, si41)® ~
—
N(W(s,, S ), 2 (sy, s,+1)(”)). The mean g(s,4+1)" and covari-
ance G(s;4)™ are the parameters for the smoothed posterior
q(hf'l)lls,ﬂ, V(I”)T) These are computed in the previous iteration
of the backward procedure.

The posterior distribution is approximated as a mixture of
Gaussians ¢(-). The mean g(s;)™ and covariance G(s,)"™ in the
current iteration are computed by collapsing a mixture of Gaus-
sians given by (Dabrowski et al., 2016)

q(h(")lst, (n)
1I:N
=> Pl WSt 501,00,

St+1

(8.23)

The second factor is a Gaussian mixture component that is
parametrised by (8.16) and (8.17). The first factor describes
the mixture weights given by (Dabrowski et al., 2016)

p(sz|st+l,V1 e )p(sf+ Iv( My

S Pl V) p(sia v}
1:T

Optionally, the smoothed posterior for the state vector,
(h(")lv(") ) could be computed in the following marginalisation
(Dabrowskl et al., 2016)

a(h" i) = Z Pl a5 V).

P(sestlsnvir) = T N)) (8.24)

(8.25)

The marginalisation is approximated by collapsing the Gaus-
sian mixture parametrised by mean g(s,)*™, covariance G(s,)"™,
and weights given in (8.14).

The generalised Pseudo Bayes smoothing algorithm is pre-
sented in Algorithm 6.

Algorithm 6 Generalised pseudo Bayesian (GPB) smoothing

algorithm for NB-SLDS model (Dabrowski et al., 2016).

Require: The filtering results of Algorithm 5, the linear dy-
namic system parameters, and the switching transition

probabilities.
1: Set g(sp)™® = f(sp)™, G(sp)™ = F(sp)™ and yr =
ar(sr).
2: Find P(h(rn)h’({;l)T) by collapsing the Gaussian mixture given
by (8.23).
3: fort=T-1—- 1do
4: fors;=1-—> S do
5: for s;,;=1— S do
6: forn=1—- Ndo
7: Determine  p(s;, 5,41)™ in (8.16) and
(s, 5™ in (8.17) using (8.18) through
(8.22).
8: end for
9: Determine p(s;|s;+1, vi.7) using (8.15).
10: end for

11:  end for

12:  Determine B,(s;) = p(s,lv(llfv)) using (8.14).
13:  Determine p(s;+1|s;, vi.7) using (8.24).

14 forn=1-> Ndo

15: fors;,=1— S do
16: Find p(h"|s;, v(") ) by collapsing the Gaussian mix-
ture given by (8 23)

17: end for

18: Find p(h(")lv(”)) by collapsing the Gaussian mixture
given by (8.25).

19:  end for

20: end for

8.3. Learning

As for the HMM and the SLDS, the EM algorithm is used
for parameter learning. The NB-SLDS is parametrised by the
set @ = {ug(s)"™, oro(s)* ™, A(s)"N, 2 (s) ), B(s) I,
Zv(s)"N, p(si=0), ). The initial mean po(s,)" relates to the
prior mean f(s,)™. The initial variance o7(s;)*" relates to
the prior covariance F (s)™. The parameters A(s)®, Ty (s)™,
B(s)"™ and Zy(s;)™ are the parameters of the n" LDS. The
prior switching state is given by p(s,—p). The switching state
transition matrix is denoted by ©.

The following set of equations provides approximations for
the NB-SLDS parameters. The i subscript indicates s, = i. The
(n) superscript indicates the 7' LDS within the NB-SLDS.

The initial mean update is given by (Dabrowski et al., 2016)

,u(()’?) =E oo [/’l(n)]- (8.26)
; peld (e L
The initial covariance update is given by (Dabrowski et al.,
2016)

(n) _ () (ONFAD) (T
O'Or: = Ep""’(h(l")l‘v(">) [(hl" - Uy )(h n ,u()n ) ]

= Ep,,,l,(h(lu)lq/m))[h(l")hr(”)] — /'10,‘/*10,“ (827)



The state transition matrix update is given by (Dabrowski et al.,
2016)

T T
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(8.28)
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The state noise covariance update is given by (Dabrowski et al.,
2016)

) [ZEWV)[h,hf] M(s, = ilvir) (8.29)
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The measurement matrix update is given by (Dabrowski et al.,
2016)

T () T(n) )
Zt:I th Ep”’d(hi”)rv('ﬂ) [ht n ] old(s — lIv(" )

T T
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(n) _

i

(8.30)

The measurement noise update covariance is given by
(Dabrowski et al., 2016)

E(Vl) [ Z (v(n)vT(n) )pOId(S llv(") ) (8.31)
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The initial switching state is given by (Dabrowski et al.,
2016)

. (LN
Py = i)
5 pl(sy = i)

The state transition probability is given by (Dabrowski et al.,
2016)

P(si=0 = 1) = (8.32)

I:N
S Py = isic = )

1:N
Zz QPOZd(St 1= j|V( )

ps; =ils;1 = j) = (8.33)

The state transition matrix @ is a square § XS matrix. It consists
of p(s; = i|s,—1 = j) for each i along the rows and each j along
the columns.

The likelihood used for evaluating terminating conditions in
the EM algorithm is given by (Dabrowski et al., 2016)

N T-1

PO ) = l—[ n ZPM 150 S V)
n=1 t=0 s;,5-1
‘P(St|5t—1,V(11,N))
plsi M) (8.34)
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9. Results

Each of the methods discussed is applied to operate as an
EWS. The methods indicate the probability of a crisis (or a
signal in the case of the signal extraction method). Conceptu-
ally, the results are measured according to two criteria. Firstly,
does the method detect the crises or regimes? Secondly, is the
method able to detect the crisis before it occurs? That is, is
the method able to predict a crisis. By definition, this second
criterion is a requirement for an EWS. A unique approach is
presented for testing this second criterion.

9.1. Dataset

The methods presented in this study are tested with the
dataset used by Laina et al. (2015). This dataset was preferred
due to a level of the similarity between the economies of the
included countries. That is, these are all developed countries
with similar financial regulatory systems. Similar countries are
preferred in order to include indicators that can be considered
systematic for all the countries in the data set. By including
developing and transition economies, the possible idiosyncrasy
of systemic crises in these economies may convolute the mod-
elling and results. The purpose of this study is to investigate if,
and to what extent, DBN’s could be an improvement to current
modelling approaches.

The dataset focuses on developed European economies with
long time series. Economies are chosen according to the data
availability. Furthermore, transition economies are intention-
ally excluded. Eleven countries are included namely, Aus-
tria, Belgium, Denmark, Finland, France, Germany, Italy, the
Netherlands, Spain, Sweden and United Kingdom. The data
consists of quarterly samples spanning the period 1980 to 2013.
The dataset consists of crisis events and a set of vulnerability
indicators.

A total of 19 systemic banking crises are included in the
dataset. For this dataset, a crisis is defined as “the occurrence
of simultaneous failures in the banking sector that significantly
impairs the capital of the banking system as a whole, which
mostly results in large economic effects and government inter-
vention” (Laina et al., 2015). The crisis events are determined
as a consensus in the literature of crises, crisis periods, and
crisis dates. The primary source of crisis events is a database
constructed by the European System of Central Banks (ESCB)
Heads of Research Group. This database contains data on crisis
events from several influential studies. The crisis periods rel-
evant to each country are documented in Table 1. Laina et al.
(2015) deviated from their own crisis definition by including the
2008 crises in the dataset. These crises were included as they
exhibit periods of elevated stress in the financial sector (Laina
et al.,, 2015).

The vulnerability indicators are macro-financial factors per-
taining to a range of credit, asset, and macro variables. These
indicators were selected based on the literature. The indicators
or features include house prices, mortgages, mortgages to GDP,
household loans, household loans to GDP, private loans, private
loans to GDP, consumer price index, GDP, current account sur-
plus to GDP, and loans to deposits. For each of these indicators,



Table 1: Crisis periods between 1980 and 2013 for each country (Laina et al.,
2015). The periods are represented by the last to digits of the year followed by
the quarter. For example 78Q1 indicates 1978, quarter 1.

Country 1980s 1990s 2000s

Austria 08Q3-08Q4
Belgium 08Q3-08Q4
Germany 08Q3-08Q4
Spain 78Q1-85Q4 08Q3-08Q4
Finland 91Q3-95Q4 08Q3-08Q4
France 94Q1-95Q4 08Q3-09Q4
Italy 90Q1-95Q4 08Q3-08Q4
Netherlands 08Q3-08Q4
Denmark 87Q1-92Q4 08Q3-10Q4
Great Britain  84Q1-84Q4 90Q3-95Q4 07Q3-08Q4
Sweden 91Q3-95Q4 08Q3-08Q4

the growth, trend, absolute trend deviation (ATD), and relative
trend deviation (RTD) are additionally provided. The growth
rate is defined as the annual growth. The trend is extracted by
using the one-sided Hodrick-Prescott filter. The ATD and RTD
are the deviations between the Hodrick-Prescott filter results
and the real values.

9.2. Performance Measures

To measure the performance of each method, the precision,
recall, F-score, and accuracy are used. These are determined
from the confusion matrix A described in Section 4.

The recall for class j is calculated as follows (Theodoridis
and Koutroumbas, 2009; Murphy, 2012):

_ NG
TS As: N

Zk=1 A(j, k)
Recall can also be interpreted as a sensitivity measure. It is a
measure of the fraction crises detected.

The precision for class j is calculated as follows (Theodoridis
and Koutroumbas, 2009; Murphy, 2012):

__AGD

= =
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Precision can also be interpreted as a confidence measure. It is

a measure of the fraction of crisis detections that are actually

crises.
The F-score is given as follows (Murphy, 2012):
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The F-score is the harmonic mean between the precision and
recall.

The accuracy is computed as follows (Theodoridis and
Koutroumbas, 2009):

i AGL )
?:1 Zi:l A(.]’ k) .

This describes the probability of correctly classifying a sample.

Acc = 9.4
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The methods presented in this study provide a measure of
the probability of a crisis. The range of a probability is [0,1].
A probability of 1 indicates the highest level of certainty of a
crisis state. A probability of 0 indicates the highest level of
certainty of a tranquil state.

9.3. Evaluation Methodology

The leave-one-out cross validation approach is used in eval-
uation. This means that, the data of one country are removed
from the dataset to be used as a test set. The remaining dataset
is used as a training set. The parameters of the particular EWS
model are determined by using the training set. The EWS
model is subsequently tested by using the test set. This process
is performed for each country in the dataset. Cross validation
reduces overfitting and provides an indication on how well the
model will generalise over an independent set. That is, it pro-
vides an indication on how well the model will perform with
newly presented data.

In this study, a crisis is detected according to the behaviour
of the various indicators. The behaviour is described by tem-
poral dynamics, that is, how the indicator changes over time.
It is argued that the dynamics will change as the system transi-
tions to a crisis. Transform operations on the data, such as the
growth, and trend deviations provide descriptors of the tempo-
ral dynamics. The levels of the indicators may not be useful.
For example, consider the consumer price index, as plotted in
Figure 4a. The consumer price index increases at a near linear
rate. A method such as the signal extraction method would de-
termine a threshold value to define a crisis. Values above the
threshold would indicate a crisis. Once the consumer price in-
dex has exceeded the threshold, the crisis would not end. That
is, as long as the trend follows the linear increasing function.
Therefore, the consumer price index provides a poor indicator
variable. The ATD of the consumer price index is illustrated
in Figure 4b. At the 2008 crisis, there is a noticeable change
in dynamics. Therefore, this transform provides a meaningful
indicator. In general, the growth, ATD and RTD transforms are
considered in this study. The level and trend datasets for the
various variables are ignored.

The purpose of an EWS is to provide a warning of a crisis
before the crisis occurs. To compare the methods presented in
this study, a fixed horizon before a crisis is used. Laina et al.
(2015) indicated that a 12 quarter (3 year) lead time in the signal
extraction and logit models was optimal. For all methods other
than the logit model, the crisis data consist of the combined
crisis period and the 12 quarter leading period. For the logit
model, the data from the start of the crisis up to two years after
the crisis are removed. The change in behaviour of the indica-
tors during the post-crisis period adversely affects the results of
the logit model (Bussiere and Fratzscher, 2006; Demirgiic-Kunt
and Detragiache, 1998).

The logit model and the NB-SLDS models are applied as
multivariate models. The signal extraction, HMM, and SLDS
methods are applied as univariate models. The SLDS and
HMM can be used as multivariate models. However, they re-
quire samples from all indicators at each time step. These meth-
ods cannot deal with missing or unsynchronised data. These
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Figure 4: Plot of the consumer price index and the ATD of the consumer price
index. The curves indicate the mean value over all the countries. The vertical
line is located at the 2008 global crisis.

properties are unfortunately common to banking crisis datasets.
The NB-SLDS has specifically been proposed as a method to
handle such problems in datasets (Dabrowski et al., 2016).

Laina et al. (2015) applied the signal extraction and logit
model methods to the given dataset. These same methods are
applied in this study. However, the results in this study could
differ from those presented by Laina et al. (2015). This is due
to the differences in how the dataset is utilised.

In sections 9.4 to 9.8, probability plots are presented and dis-
cussed for each method. In section 9.9, the performance results
are discussed. Detailed performance results are tabulated in Ap-
pendix A.

9.4. Signal Extraction Method Results

The signal extraction method is implemented as described in
Algorithm 1. The indicator providing the best performance is
the RTD of the GDP. A plot of the probability for a crisis is
presented in Figure 5. Figure 5a and Figure 5b present the re-
sults for the best and worst performing countries respectively.
The best performance of this method is on the dataset of the
Netherlands. The worst performance is on the dataset of Bel-
gium. In both cases, the crises are correctly detected. The nu-
merous false detections in the Belgium dataset result in lower
accuracy. Both crisis in the Netherlands dataset are detected
correctly. The first crisis is detected in the period leading to the
crisis. A successful warning is thus issued. However, in the
second crisis, detection coincided with the crisis. Note that the
signal extraction method produces binary results. It does not
provide a measure of the severity of the crisis.
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Figure 5: The signal extraction results. The black line indicates the probability
of a crisis. The light-grey region indicates the three year period leading to a
crisis. The dark-grey region indicates the period of the true crisis.

9.5. Logit Model Results

The logit model is applied as a multivariate model. A set of
optimal indicators are selected by using a filter method (Guyon
and Elisseeff, 2003). The indicators are selected sequentially.
The first indicator provides the optimal result in a univariate
logit model. The second indicator is selected as the indica-
tor that provides the best results when added to the univari-
ate model. This process is continued until there is little or no
change in performance when adding further indicators. The op-
timal indicators, in order of significance, are determined the
RTD of the GDP, the RTD of current account surplus to GDP,
and the RTD of private loans to GDP.

A plot of the probability for a crisis is presented in Figure 6.
Figure 6a and Figure 6b present the results for the best and
worst performing countries respectively. The best performance
is on the dataset of Finland. The worst performance is on the
dataset of Italy. Both crises are detected in the dataset of Fin-
land. Note that the probability has risen in the period preced-
ing the first crisis. This provides a successful early warning.
However, in the second crisis, there is no early warning. In
the dataset of Italy, numerous false positives are issued after the
first crisis. In the second crisis, the probability of a crisis begins
to rise in the pre-crisis period. However, it suddenly drops just
before the crisis.

9.6. Hidden Markov Model Results

The HMM parameters are learned using the EM algorithm
presented in Section 6.2. The k-means clustering algorithm is
used to initialise the HMM parameters (Murphy, 2012) for the
EM algorithm. Inference is performed by using the forwards-
backwards algorithm presented in Algorithm 2. The indicator
that provides the best performance is the ATD of private loans
to GDP. The second best performing feature is the growth of
real house prices.

A plot of the probability for a crisis is presented in Figure 7.
Figure 7a and Figure 7b present the results for the best and
worst performing countries respectively. The method performs
the best on the dataset of France, and the worst on the dataset of
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Figure 6: The logit model results. The black line indicates the probability of a
crisis. The light-grey region indicates the three year period leading to a crisis.
The dark-grey region indicates the period of the true crisis.
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Figure 7: The HMM results. The black line indicates the probability of a crisis.
The light-grey region indicates the three year period leading to a crisis. The
dark-grey region indicates the period of the true crisis.

Belgium. Both crises in the dataset of France are detected with
early warnings. The period of the first crisis is longer than the
period of the true crisis. In the dataset of Belgium, the crisis is
detected; however, many false positives are given and no early
warning is provided for the actual crisis.

9.7. Switching Linear Dynamic System Results

The SLDS parameters are required to be initialised before
learning. The initial state matrix A(s;)™ is configured for a
constant velocity (first derivative) model. The initial noise pa-
rameters are set manually, using a brute force approach. The
initial switching state transition matrix is set to a uniform dis-
tribution. The initial switching state is set with a bias to the
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Figure 8: The SLDS results. The black line indicates the probability of a crisis.

The light-grey region indicates the three year period leading to a crisis. The
dark-grey region indicates the period of the true crisis.

tranquil state. The initial parameters are thus given as follows
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The indicator that provides the optimal performance is the
RTD of the GDP. The second most optimal indicator is the ATD
of the consumer price index. A plot of the probability for a cri-
sis is presented in Figure 8. Figure 8a and Figure 8b present
the results for the best and worst performing countries respec-
tively. The method performs the best on the dataset of Austria
and the worst on the dataset of Sweden. For Austria, the crisis
is detected with early warning. The probability of a crisis rises
during the pre-crisis period and reaches a peak at the time of
the crisis. For Sweden’s dataset, the first crisis is detected and,
according to the model, it continues to the next crisis in 2008.
After the 2008 crisis, the probability of a crisis decreases.

9.8. Naive Bayes Switching Linear Dynamic System Results

Other than ", the NB-SLDS parameters are initialised to
the same values as for the SLDS. The covariance, E(V”) 18 ini-
tialised to 0.075 as this provides superior performance. (Note
that the SLDS did not perform as well with this value). To per-
form feature selection, the 11 indicators providing an average
accuracy above 60% are considered. A search is performed on
the various combinations of these indicators. The two optimal
indicators are the growth and the RTD of the GDP. Additional
indicators did not seem to provide any further benefit.

A plot of the probability for a crisis is presented in Fig-
ure 9. Figure 9a and Figure 9b present the results for the best
and worst performing countries respectively. The method per-
forms the best on the dataset of Austria and the worst on the
dataset of France. The 2008 crisis in Austria is detected with
early warning. Comparing Figure 9a with Figure 8a, it appears
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Figure 9: The NB-SLDS results. The black line indicates the probability of a
crisis. The light-grey region indicates the three year period leading to a crisis.
The dark-grey region indicates the period of the true crisis.
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Figure 10: The NB-SLDS results for Finland. Both the 1990-1995 and the 2008
crisis are detected with early warning. The black line indicates the probability
of a crisis. The light-grey region indicates the three year period leading to a
crisis. The dark-grey region indicates the period of the true crisis.

that NB-SLDS is more confident of a crisis than the SLDS. For
France, the model seems to indicate a high probability of a cri-
sis throughout the dataset.

Figure 10 illustrates the NB-SLDS predicting the two Fin-
land crises. Note that both crises are predicted early.

9.9. Performance Results

Two performance tests are conducted. In the first test, the
general ability of a model to detect the franquil and crisis
regimes is considered. In the second test, the ability of a model
to predict a crisis is considered. The second test is intended to
measure the ability of each models as an EWS. Important as-
pects of the results are summarised in Sections 9.9.1 and 9.9.2.
More detailed results are presented in Appendix A. The results
and the implications thereof are discussed in Section 9.9.3

9.9.1. Regime Detection Performance

The signal extraction, HMM and SLDS models are tested
on each country and each indicator. The logit model and the
NB-SLDS are used as multivariate models. These models are
tested on each country with a set of optimal indicators. A test is
performed with the performance measures being computed over
the entire sequence of each test set. This provides a general
measure of how well a model performs over all the regimes.
In table 2, the results for each method are summarised. For
the signal extraction, HMM and SLDS methods, the results are
averaged over all countries for the best performing indicator.
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Table 2: Average regime detection results over all countries. These results
are computed over the complete data sequence of the best performing features.
They provide an indication of the regime detection performance.

Accuracy Recall Precision F-score
Signal Extraction 0.74 0.68 0.67 0.62
Logit Model 0.60 0.45 0.37 0.38
HMM 0.68 0.56 0.63 0.56
SLDS 0.66 0.55 0.65 0.58
NB-SLDS 0.74 0.72 0.71 0.68
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Figure 11: Box plot for the regime detection evaluation. The central mark is the
median. The top and bottom edges of the box are the 25th and 75th percentile,
respectively. The whiskers extend to the most extreme data points.

For the logit model and the NB-SLDS, the results for the best
combination of indicators are averaged over all the countries.
Country-specific results for the signal extraction, logit model,
HMM, SLDS and NB-SLDS are presented in Tables A.4, A.5,
A.6, A7, and A.8 in Appendix A respectively.

Both the NB-SLDS and the signal extraction methods pro-
vide accuracies of 74%. The precision and recall of the NB-
SLDS are superior to that of the signal extraction method. The
accuracy of the HMM is slightly superior compared with that
of the SLDS. However, the SLDS is slightly more precise com-
pared with the HMM. The logit provides the worst performance
overall, especially in terms of precision.

In Figure 11, the box plots for the regime detection evalua-
tion for each method are illustrated. The box plot illustrates the
variation in the accuracy of the results relevant to the various
countries. A preferred method will have little variation and val-
ues close to unity. Although the NB-SLDS method provides the
superior results, the variation in the results is the greatest. The
signal extraction method provides the next-best set of results,
with less variation than those of the NB-SLDS. The signal ex-
traction method however, has the lowest valued whisker. The
logit model provides the least variation in results. The values of
the results are however poor.

9.9.2. Crisis Prediction Performance

To test the predictive capability of a method, the performance
measures are computed only over the period prior to a crisis.
This is the 12 quarter horizon. The results of this test provide
a measure of how well a model performs at predicting a cri-



Table 3: Average crisis predictability results over all countries. These results
are computed over the 12 quarters (3 years) leading to a crisis for the best
performing features. They provide an indication of the predictability of a crisis.

Accuracy Recall Precision F-score
Signal Extraction 0.33 1.00 0.33 0.55
Logit Model 0.31 1.00 0.31 0.47
HMM 0.47 1.00 0.47 0.53
SLDS 0.65 1.00 0.65 0.77
NB-SLDS 0.67 1.00 0.67 0.79

sis. This is a relatively unique approach to evaluation. In most
other studies, the methods were tested using the regime detec-
tion approach discussed in Section 9.9.1. The evaluation of the
predictive performance is corresponds more closely with the
definition of an EWS. The results for this evaluation are sum-
marised in Table 3. For the signal extraction, HMM, and SLDS
methods, the results are averaged over all countries for the best
performing indicator. For the logit model and the NB-SLDS,
the results for the best combination of indicators are averaged
over all countries. The country specific results for the signal
extraction, logit model, HMM, SLDS, and NB-SLDS are pre-
sented in Tables A.9, A.10, A.11, A.12, and A.13 in Appendix
A, respectively.

The precision of the DBN models are significantly higher
than those of the logit model and the signal extraction method.
Of the DBN methods, the NB-SLDS and the SLDS provide the
optimal results.

In Figure 12, the box plots for the crisis prediction evalua-
tion for each method are illustrated. The box plot illustrates
the variation in the accuracy of the results relevant to the vari-
ous countries. The NB-SLDS method provides superior results
in terms of the variation and range. The median is however
not optimal. The SLDS provides the optimal median and upper
percentile. The variation is however greater than that of the NB-
SLDS. The signal extraction model has the lowest median value
and high variation. The variation in the HMM is significant. As
for the regime detection results, the logit model provides the
least variation in results. The values of the results are however
poor.

9.9.3. Discussion

As indicated in the literature, the signal extraction logit mod-
els appear to detect crises effectively. However, this study indi-
cates that they do not provide sufficient early warning. A crisis
could be detected too late for a sensible action to be taken. The
DBN models provide superior performance in providing early
warning. These models may thus be more useful in practice. In
the worst case, a model that is better at providing early warn-
ing is expected to be at least as good as the regime detecting
methods.

The accuracy, precision, and computational complexity of a
method are important factors when selecting an EWS. The sig-
nal extraction and logit models are less complex than the DBN
based models. The regime detection test appears to indicate
that the performance of the NB-SLDS is not good enough, in
comparison with the signal extraction method, to warrant its
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Figure 12: Box whisker plot for the crisis prediction evaluation. The central
mark is the median. The top and bottom edges of the box are the 25th and 75th
percentiles respectively. The whiskers extend to the most extreme data points.
Outliers are plotted individually with the + symbol.

use. However, the crisis prediction test results clearly show
that, as an EWS, the NB-SLDS method is superior to the signal
extraction method. The signal extraction results indicate that
the method provides correct prediction only 33% of the time.
The NB-SLDS provides correct predictability 67% of the time.
This is a significant improvement. Furthermore, the NB-SLDS
provides an indication of the severity of a crisis, whereas the
signal extraction method does not. Furthermore, the crisis pre-
diction box plots indicate that the results of the signal extraction
method show extremely large variation and a low median value.
The NB-SLDS provides superior results with low variance.

The performance of the NB-SLDS is superior to that of the
SLDS in the regime detection results. In the crisis prediction
results, the models provide similar performances in terms of
average accuracy. The RTD of the GDP indicator is a highly
informative feature which induces the SLDS to perform well.
In general, if a single indicator variable (feature) provides suf-
ficient results, it may not be worth adding variables to form
the NB-SLDS. However, when considering the crisis predic-
tion box plots, adding more variables appears to decrease the
variation in the results. With its lower variation, the NB-SLDS
is clearly the optimal method.

Computationally, the HMM is the simplest of the DBN mod-
els. It performed well in the regime detection results. However,
it did not perform as well as the SLDS and NB-SLDS in the cri-
sis prediction results. Although, the results outperform those of
the signal extraction and logit models. The benefit of the HMM
is that it is more widely used than the SLDS and the NB-SLDS.
It is thus more likely to be available in various software pack-
ages. In practice, a small performance increase could lead to a
substantial financial implication. Consequently, an increase in
computational complexity, such as that in the NB-SLDS, may
be justified.

9.10. Exclusion of the 2008 Crisis Study

Laina et al. (2015) deviated from their crisis definition when
they included the 2008 crises in their dataset. The 2008 cri-
sis coincided with GDP movements. Indicators relating to the
real GDP were prominent in this study. It could be questioned



whether these methods are being trained with bias towards the
properties of the 2008 financial crisis. Therefore, a study is con-
ducted where all 2008 crises were removed from the dataset.
Feature (indicator) selection is performed using the SLDS, sig-
nal extraction and logit model methods. The results indicate
that for the signal extraction and logit model, indicators relat-
ing to mortgages and private loans become prominent. GDP
related indicators become less prominent. This finding could
possibly indicate that the selection of indicators in these meth-
ods is biased towards the 2008 crisis. However, the results for
the SLDS method indicate that the GDP and the consumer price
index related indicators remain prominent when the 2008 crises
data are excluded. Furthermore, it has been demonstrated that
the DBN models are clearly able to detect crises not related to
the 2008 crisis by using the GDP indicators. See Figure 10 for
example.

Indicators relating to the GDP have not been identified in
other literature as prominent EWS indicators. Commonly used
EWS approaches in literature, such as the logit model and the
signal extraction methods, do not consider the dynamics of indi-
cators. These methods consider the magnitudes of the indicator
values. The dynamics of indicators are a primary consideration
in DBN models. Itis expected that the DBN methods will prefer
indicators containing relevant dynamics. These preferred indi-
cators may thus differ from those that traditional models prefer.
However, it is not the purpose of this study to investigate indi-
cators. Such an investigation may be reserved for future work.
The purpose of this study is to demonstrate the importance of
evaluating the dynamics of indicators in an EWS.

10. Future Work

In future work, this study could be extended to include larger
datasets. Including emerging economies and other transitional
economies can and should be considered. In addition, limit-
ing the dataset to specific economies or banks could also be a
promising endeavour. The study may additionally be expanded
to consider general financial EWS applications. This study pro-
vides a novel approach in the context of financial risk in general.
Future work could also include an investigation to determine
which indicators would provide superior performance in DBN
models.

The effect of the definition of a banking crisis on a model
should be investigated in future research. The definition essen-
tially defines the ground truth on which the models are trained
upon. It is expected that variance in the definition could there-
fore influence the model.

The financial implication of computational complexity and
method performance should be investigated. Furthermore,
methods such as Bayesian model selection and Bayesian model
averaging should be considered for improving model perfor-
mance.

11. Summary and Conclusion

In this study, three different dynamic Bayesian network mod-
els are compared with the logit model and the signal extraction

17

method. A recent dataset containing data on various European
countries and indicators is utilised. Two different tests are ap-
plied to measure the performance of the methods. In the first
test, the general ability to detect tranquil and crisis periods over
a long period is measured. In the second test, the ability to de-
tect a crisis before it occurs is measured. This second test is
unique in the literature. The results indicate that the SLDS and
NB-SLDS provide superior performance to the other methods
in both tests. Relating to the second test, improved early warn-
ing capability is of significant practical importance.

In a validation test, the 2008 crises are excluded from the
dataset. The DBN models maintain the preference for the GDP
and consumer price index related indicators. This result indi-
cates that the DBN models are not favouring indicators relating
to the 2008 crises.

The DBN models provide a measure of the severity of a cri-
sis as a probability. The results indicate that the probability
gradually increases before the crisis occurs. This is especially
true for the SLDS and NB-SLDS. This information could be of
use to policy makers and other stakeholders for developing and
implementing policies to reduce the probability of a crisis.

Decision-makers in reserve banks and other regulatory bod-
ies are often compelled to make decisions on early intervention.
Such decisions are often based on conflicting model results and
other relevant information. An improved EWS, such as the NB-
SLDS, could lead to decision-makers placing more emphasis
on model results. At best, and improved EWS could help to
prevent or limit future crisis events. At worst it could serve as
a sifting tool for more thorough investigation into impending
crises.

A disadvantage of the SLDS and NB-SLDS is that they are
computationally more complex in comparison with the tradi-
tional methods. Furthermore, they are comparably not as sim-
ple to implement. However, systemic banking crises are gen-
erally complex events. The proposed methods, although more
complex, are demonstrated to be far more effective. A more
effective model could have significant financial implications.

Appendix A. Tables

Detailed results are tabulated in this section. The tables con-
sist of the results for the optimal indicators. A ‘NaN’ denotes a
‘not-a-number’ that occurs when dividing by zero.



Table A.4: Signal extraction method crisis state results for the best performing Table A.7: SLDS method crisis state results for the best performing indicator.

indicator. These results are computed over the complete data sequence. They These results are computed over the complete data sequence. They provide an
provide an indication of the regime detection performance. indication of the regime detection performance.
Accuracy Recall Precision F-score Accuracy Recall Precision F-score
Austria 0.89 0.83 0.45 0.59 Austria 0.84 0.67 0.58 0.62
Belgium 0.90 0.68 0.77 0.72 Belgium 0.78 0.51 0.32 0.39
Germany 0.43 0.20 0.78 0.32 Germany 0.72 0.44 0.83 0.57
Spain 0.84 0.96 0.55 0.70 Spain 0.64 0.61 0.33 0.43
Finland 0.92 0.93 0.82 0.87 Finland 0.63 0.56 0.84 0.68
France 0.66 0.43 0.89 0.58 France 0.55 0.45 0.82 0.58
Italy 0.43 0.38 0.73 0.50 Italy 0.54 0.53 0.77 0.62
Netherlands 0.85 0.58 0.75 0.65 Netherlands 0.80 0.58 0.50 0.54
Denmark 0.70 0.67 0.47 0.55 Denmark 0.56 0.57 0.46 0.51
United Kingdom 0.72 0.77 0.56 0.65 United Kingdom 0.64 0.64 0.96 0.77
Sweden 0.85 1.00 0.56 0.71 Sweden 0.57 0.52 0.77 0.62
Average 0.74 0.68 0.67 0.62 Average 0.66 0.55 0.65 0.58
Table A.5: Logit model method crisis state results for the best performing in- Table A.8: NB-SLDS method crisis state results for the best performing indica-
dicator. These results are computed over the complete data sequence. They tor. These results are computed over the complete data sequence. They provide
provide an indication of the regime detection performance. an indication of the regime detection performance.
Accuracy Recall Precision F-score Accuracy Recall Precision F-score
Austria 0.65 0.19 0.31 0.24 Austria 0.92 0.87 0.76 0.81
Belgium 0.69 0.23 0.38 0.29 Belgium 0.88 0.74 0.74 0.74
Germany 0.58 0.19 0.45 0.26 Germany 0.76 0.48 0.89 0.63
Spain 0.64 0.32 0.27 0.29 Spain 0.71 0.80 0.40 0.53
Finland 0.65 0.65 0.43 0.52 Finland 0.86 0.86 0.83 0.85
France 0.56 0.58 0.25 0.35 France 0.49 0.43 0.97 0.59
Italy 0.47 0.54 0.36 0.43 Italy 0.60 0.58 0.75 0.65
Netherlands 0.64 0.23 0.47 0.30 Netherlands 0.90 0.79 0.73 0.76
Denmark 0.57 0.62 0.38 0.47 Denmark 0.64 0.84 0.35 0.49
United Kingdom 0.55 0.85 0.39 0.53 United Kingdom 0.62 0.67 0.80 0.73
Sweden 0.61 0.60 0.35 0.44 Sweden 0.78 0.85 0.62 0.72
Average 0.60 0.45 0.37 0.38 Average 0.74 0.72 0.71 0.68
Table A.6: HMM method crisis state results for the best performing indicator. Table A.9: Signal extraction method crisis state results for the best performing
These results are computed over the complete data sequence. They provide an indicator. These results are computed over the 12 quarters (3 years) leading to
indication of the regime detection performance. a crisis. They provide an indication of the predictability of a crisis.
Accuracy Recall Precision F-score Accuracy Recall Precision F-score
Austria 0.73 0.01 0.00 0.00 Austria 0.00 NaN 0.00 NaN
Belgium 0.47 0.27 0.69 0.39 Belgium 0.00 NaN 0.00 NaN
Germany 0.81 0.57 1.00 0.73 Germany 1.00 1.00 1.00 1.00
Spain 0.70 0.64 0.21 0.31 Spain 0.00 NaN 0.00 NaN
Finland 0.60 0.58 0.71 0.64 Finland 0.12 1.00 0.12 0.21
France 0.84 0.77 0.88 0.82 France 0.27 1.00 0.27 0.42
Italy 0.73 0.95 0.54 0.69 Italy 0.73 1.00 0.73 0.84
Netherlands 0.68 0.40 0.56 0.47 Netherlands 0.77 1.00 0.77 0.87
Denmark 0.66 0.64 0.87 0.74 Denmark 0.54 1.00 0.54 0.70
United Kingdom 0.54 0.69 0.47 0.56 United Kingdom 0.19 1.00 0.19 0.32
Sweden 0.74 0.66 0.99 0.79 Sweden 0.04 1.00 0.04 0.07
Average 0.68 0.56 0.63 0.56 Average 0.33 1.00 0.33 0.55
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Table A.10: Logit model method crisis state results for the best performing
indicator. These results are computed over the 12 quarters (3 years) leading to
a crisis. They provide an indication of the predictability of a crisis.

Table A.13: NB-SLDS method crisis state results for the best performing in-
dicator. These results are computed over the 12 quarters (3 years) leading to a
crisis. They provide an indication of the predictability of a crisis.

Accuracy Recall Precision F-score Accuracy Recall Precision F-score
Austria 0.29 1.00 0.29 0.45 Austria 0.64 1.00 0.64 0.78
Belgium 0.38 1.00 0.38 0.55 Belgium 0.60 1.00 0.60 0.75
Germany 0.39 1.00 0.39 0.56 Germany 0.90 1.00 0.90 0.95
Spain 0.24 1.00 0.24 0.38 Spain 0.56 1.00 0.56 0.72
Finland 0.31 1.00 0.31 0.47 Finland 0.83 1.00 0.83 0.91
France 0.26 1.00 0.26 0.41 France 0.97 1.00 0.97 0.99
Italy 0.32 1.00 0.32 0.48 Italy 0.62 1.00 0.62 0.77
Netherlands 0.42 1.00 0.42 0.59 Netherlands 0.61 1.00 0.61 0.75
Denmark 0.35 1.00 0.35 0.52 Denmark 0.26 1.00 0.26 0.41
United Kingdom 0.13 1.00 0.13 0.22 United Kingdom 0.66 1.00 0.66 0.79
Sweden 0.38 1.00 0.38 0.55 Sweden 0.72 1.00 0.72 0.84
Average 0.31 1.00 0.31 0.47 Average 0.67 1.00 0.67 0.79
Acknowledgement

Table A.11: HMM method crisis state results for the best performing indicator.
These results are computed over the 12 quarters (3 years) leading to a crisis.
They provide an indication of the predictability of a crisis.

Accuracy Recall Precision F-score
Austria 0.00 1.00 0.00 0.00
Belgium 0.30 1.00 0.30 0.46
Germany 1.00 1.00 1.00 1.00
Spain 0.00 1.00 0.00 0.00
Finland 0.71 1.00 0.71 0.83
France 0.78 1.00 0.78 0.88
Italy 0.56 1.00 0.56 0.72
Netherlands 0.02 1.00 0.02 0.04
Denmark 0.77 1.00 0.77 0.87
United Kingdom 0.05 1.00 0.05 0.09
Sweden 0.98 1.00 0.98 0.99
Average 0.47 1.00 0.47 0.53

Table A.12: SLDS method crisis state results for the best performing indicator.
These results are computed over the 12 quarters (3 years) leading to a crisis.
They provide an indication of the predictability of a crisis.

Accuracy Recall Precision F-score
Austria 0.50 1.00 0.50 0.66
Belgium 0.25 1.00 0.25 0.40
Germany 0.78 1.00 0.78 0.88
Spain 0.42 1.00 0.42 0.59
Finland 0.82 1.00 0.82 0.90
France 0.82 1.00 0.82 0.90
Italy 0.80 1.00 0.80 0.89
Netherlands 0.48 1.00 0.48 0.64
Denmark 0.51 1.00 0.51 0.68
United Kingdom 0.93 1.00 0.93 0.97
Sweden 0.86 1.00 0.86 0.93
Average 0.65 1.00 0.65 0.77
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