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Abstract—Active object recognition aims to manipulate the
sensor and its parameters, and interact with the environment
and/or the object of interest in order to gather more information
to complete the 3D object recognition task as quickly and
accurately as possible. It can leverage the mobility of robotic
platforms to capture additional viewpoints about an object as
single images are not always sufficient especially if objects appear
in cluttered human environments. Active vision algorithms should
reduce the number of viewpoints required to recognise an object
and hence reduce the computational time as well.

This paper compares two active object recognition systems.
Both systems use SIFT features for object recognition, but use
contrasting models, update and viewpoint selection strategies.
The methods for integrating information across views used by
the two systems are investigated. This is essential as this module is
used to select the next best viewpoint. The number of viewpoints
and the time taken to recognise objects are used to compare the
performance of these two methods.

I. INTRODUCTION

Human vision is an active process and a strong motivation
behind active computer vision. Humans can change their
position or focus, among others things, to get a better
understanding of a scene. Bajcsy[1] defines active vision as
”the modeling and study of control strategies for perception,
i.e., modeling of the sensors, the objects, the environment,
and the interaction between them for a given purpose, which
can be manipulation, mobility, and recognition”. Using a
digital camera as a sensor example, the strategies may include
the ability to zoom in and out of the object of interest when
required. It may also include moving either the camera or the
object of interest itself to capture more information.

Active computer vision finds applications in object
recognition, surveillance, scene understanding and
reconstruction. All these research areas can benefit from the
ability to control the sensor and interact with the environment
or the object of interest. This paper concentrates on the
application of active vision to object recognition which
leverages the mobility of robotic platforms.

Object recognition is difficult because 2-D images are used
to recognize 3-D objects. Most model-based[2][3][4] and
geometric-based [5] 3-D object recognition systems consider
the problem of recognizing objects based on the information
gathered from a single image. This is the passive approach

to object recognition. However, a single image may not be
sufficient to uniquely recognize an object, either because the
query object is partially occluded or a number of objects in
the database have similar viewpoints.

The solution to the problem is to use images obtained
at different viewpoints and, possibly, using different sensor
parameters. Equipping artificial systems with the ability to
interact with the objects and/or the environment improves
recognition rates[6]. This is referred to as active object
recognition. More formally, active object recognition is the
ability to manipulate a camera or the object of interest
to obtain more useful information to complete the object
recognition task as quickly and accurately as possible.

Many systems have been proposed for fusing the extracted
data and selecting the next best viewpoint. A large number of
options exist for the model, update and viewpoint selection
strategy. We compare two methods which make contrasting
choices for these options, but are based on the same low-
level features [7][8]. We compare the methods both as
self-contained algorithms, and when elements of one are
substituted for elements of the other. This allows us to isolate
the effects of different parts of the contrasting systems.

Both methods use interest points detected using the Scale
Invariant Feature Transform(SIFT) detector and descriptors[9].
In [8] all the SIFT features extracted from all the training
images are clustered using a vocabulary tree[10]. In [7] a
pseudo-3D model for each training object is generated by
retaining features that are visible from any two adjacent
viewpoints. To the authors knowledge, no comparison has
been done before on two active object recognition systems.
The proposed systems are always compared against the
randomly selected viewpoint strategy. Moreover, very few
of the available active object recognition methods use local
features which are robust to occlusion.

The layout of this paper is as follows. Section II outlines
the related work. Section III presents the two algorithms in
detail. Section IV introduces the datasets used. Section V
describes the experiments conducted and the results. Lastly,
the conclusions are given in section VI.



II. RELATED WORK

A number of different approaches have been proposed
for active object recognition[11], [12], [13], [14], [15].
Apart from the representation schemes used, the major
differentiating factors are the next viewpoint selection and
fusion tasks. With regard to fusion, the favoured approach
is Bayes theory. Moreover, next viewpoint selection is often
posed as an optimization problem. A case in point is [12]
where the viewpoint that minimizes ambiguity is chosen as
the next best viewpoint.

Many systems have been proposed for active 3D object
recognition. The most popular method to integrate information
extracted from multiple images is Bayes theory. Other methods
used for fusion include discriminative approaches [7], [16],
Dempster-Shafner theory [17], [18] and particle filters [13].

Systems generally use different types of data extracted
from images to update the fusion component. These include
parametric eigenspace data [11], [13], entropy maps [15]
and SIFT features [7], [8]. One of the reasons we chose to
compare Koostra et.al. and Govender et.al systems is that
they use SIFT features extracted from the images. SIFT
features are robust to changes in scale and illumination, and
affine transformations. Global features such as the eigenspace
representation tend to be sensitive to occlusion [19]. Another
reason for choosing these two methods is that they were
originally tested on images with objects appearing in a
real-world environment with a degree of clutter. The database
used in these experiments have objects appearing in cluttered
environments with significant occlusion. The other systems
[11][13][15] all use very simplistic datasets which are either
synthetic images or images with single objects appearing in
no clutter.

While [8] use a Bayesian update strategy, and an a priori
next viewpoint selection mechanism, [7] use a discriminative
model which they update additively, and use an online selec-
tion mechanism. This allows us to compare the merits of quite
different approaches.

III. ACTIVE OBJECT RECOGNITION METHODS

A. Active object recognition using vocabulary trees

The authors of [8] propose a unique framework for
feature-based active object recognition and verification, which
is comprised of an automatic viewpoint selector and an
independent observer. The system uses the Scale Invariant
Feature Transform (SIFT) [9] detector and descriptor to
extract relevant object features. The structure of their system
is, however, not SIFT dependent and thus any other descriptor
or detector can be used for feature extraction.

The automatic viewpoint selector uses a vocabulary tree
structure[10]. The idea is to gather all features in the training
set, cluster them hierarchically and calculate a uniqueness

weighting for each feature. The vocabulary tree is constructed
using hierarchical k-means clustering where similar features
are clustered together. For each node in the tree a TFIDF-
like (Term Frequency Inverse Document Frequency) metric is
calculated to capture the node’s uniqueness:

wi = ln
M

Mi

where M is the total number of images in the database and
Mi is the number images in the database with at least one
feature that passes through node i.

Every viewpoint for all objects in the database is then
given a value which is obtained by summing the uniqueness
measure of all its features. The higher the value, the more
unique the viewpoint. This quantity is then used to select the
subsequent view. The vocabulary tree also facilitates quick
matching and provides a method to discretise the feature
space to reduce feature dimensionality when considered in
the observer component.

For object recognition no object hypothesis is given to the
system. The criteria for selecting the next best viewpoint is
based on the viewpoint with the highest combined weighting
across all objects in the database and has not been previously
visited.

Following the approach used in [11], the observer compo-
nent updates an object belief probability with current view
information in a recursive Bayesian manner using a prior
determined from previous views. The system only captures
and processes the next best viewpoint if the probability is
less than a pre-defined threshold. These two components are
designed to be independent of each other. The advantage of
this framework is that the algorithm for the next viewpoint
selection can be altered or completely rewritten using a
different feature extraction method and it would not affect the
observer component and vice-versa.

B. Active object recognition: The method by Kootstra et. al.

The experimental setup in [7] entails a mobile platform on
which a camera is mounted. In collecting the training images,
the platform follows a circular trajectory with the object of
interest at the center. It stops at regular angular intervals of
10 degrees to take a picture of the object. The assumption is
that the ground is flat.

The ability to change viewpoint is used for model creation
and active object recognition. During model creation, it is
used to find stable keypoints and segment the object from the
background. A stable keypoint is a keypoint that is visible from
two images of the same scene taken from different viewpoints.
The use of stable keypoints removes all the keypoints that
are very sensitive to rotation, translation and other affine
transformations. The ability to change viewpoints is used
during active recognition to collect additional information



for recognition. This is important when an object cannot be
uniquely identified after a sequence of viewpoints. In such
cases a more informative viewpoint must be chosen. The major
contribution of [7] is the algorithm for selecting the next best
viewpoint.

1) Model creation: Object segmentation is achieved by not-
ing that, as the robot rotates about the object, the background
stable keypoints are displaced a lot more than the object stable
keypoints. Moreover, the assumption is that the robot moves
on a flat surface and as such there is little change in the vertical
components of the positions of the keypoints. Thus, the task
of segmenting the object is to find stable keypoints that satisfy
the following condition:

(|xi − xj | ≤ xT ) ∧ (|yi − yj | ≤ yT )

where (xi, yi) is the location of the keypoint in the current
image. (xj , yj) is the position of the same keypoint as seen
in either the previous or next image. Two keypoints are a
correct match if the distance between their descriptors is less
than 0.6

This results in a pseudo-3D model of the object which is
assigned an ID and pose, θ. Models of different objects are
kept separate.

2) Object recognition: Object recognition may only take
place once the keypoints database, Λ, of the known objects
is in place. These, together with the keypoints of the query
image, are then used to determine the activation value of each
model in the database. The closer the query object image is
to one of the viewpoints of a model the higher the activation
of that viewpoint. Hence, the higher the activation value of
the model.

The first step towards determining the activation of a model
is to match the query object keypoints to those that are in the
database and belong to that model. This yields M pairs of
matching keypoints. An activation level ai may be calculated
for the ith pair as follows:

ai = e−|pi−kn|

where pi and kn are query object and database keypoints
respectively. Note that the notion of a match between two
keypoints is as defined in the above section.

The activation level of a model(ID+θ) given the query object
keypoints, as observed from viewpoint δ, and the keypoints
database is given by:

Aδ
ID,θ =

ΣM
i=1ai√
|ΛID,θ|

(1)

where
√
|ΛID,θ| is the number of keypoints in the database

associated with the object ID and pose θ.

As the robot switches from one viewpoint to the next it
collects information for recognition which is fused as follows:

AID,θ(t) = Σδ∈EA
δ
ID,θ (2)

where AID,θ(t) is the accumulated activation for object ID
with pose, θ, at time, t, and E = {ϕ0, ϕ1, ..., ϕt} is the set of
viewpoints from where the observations are made.

3) Next viewpoint selection: Active object recognition
leverages, among other things, the mobility of the robot to
collect additional information needed to resolve ambiguities.
The selected viewpoint ϕt+1 is the angle that maximizes the
expected activation of one of the models, that is:

ϕt+1 = argmaxγ∈(Θ−Φ) E(AID,θ(t+ 1))

where Θ is the set of all possible viewpoints and Φ =
{ϕ0, ϕ1, ..., ϕt} is the set of previous viewpoints. The expected
activation of the model(ID+pose) when viewed from view-
point γ at time t+ 1 is given by:

E(AID,θ(t+ 1)) = AID,θ(t) + E(Aγ
ID,θ|OID,θ)P (OID,θ)

E(Aγ
ID,θ|OID,θ) =

√
|ΛID,θ+γ | (3)

P (OID,θ) =
AID,θ(t)

ΣN
i=0Aoi,αi(t)

(4)

Equation (3) can be inferred from equation (1) by assuming
that all keypoints belonging to object ID and pose, θ + γ,
have been perfectly matched.

We should note that a stopping condition is not specified
in the original paper. However, one was latter communicated
by the authors. The condition was to place a threshold, a
lower bound, on the ratio of the largest to the second largest
activation values. If this ratio exceeds the threshold then the
object with the largest activation value corresponds to the
query object.

IV. DATASETS

The dataset used was created by the author of [8]. The
following is the procedure used for obtaining that dataset. The
training and testing datasets were captured using a Prosilica
GE1900C camera. Everyday objects such as cereal and spice
boxes were used. In compiling the training dataset, each object
was placed on a turntable with a plain background as can be
seen in Figure 1. The images were then captured at regular
angular intervals of 20 degrees. All the images were captured
around the y-axis which represents one degree of freedom.
For the test set, the objects used for training were placed in
cluttered environments with significant occlusion as shown in
Figure 2. The testing images were also captured at 20 degree
intervals.

V. EXPERIMENTS

The stopping condition in Govender et. al. is when the
probability that an object has been recognised exceeds 0.8. In
contrast, the method by Kootstra et. al. places a lower bound
on the ratio of the largest to the second largest activation value.
If this ratio exceeds the given threshold, set to 1.25 in the
experiments, then the model with the largest activation value
corresponds to the object for which we are searching. The



Fig. 1. An example of a training image.

Fig. 2. An example of a testing image.

number of viewpoints required to recognise an objects is used
to compare the two methods.

Two experiments were conducted. In the first experiment,
the two methods were executed in their original format. In the
second one, the next best viewpoints selected by Govender
et. al.[8] were substituted into the method by Kootstra et. al.
to determine if there would be an improvement or decline in
performance. This also helps to isolate the contribution of the
model and the viewpoint selection strategy on the results.

A. Adapting the method by Kootstra et. al. to our dataset

The method by Kootstra et. al.[7] was changed slightly. This
change was implemented because the setup we used to capture
the training and testing images differed from that by Koostra
et. al. The segmentation process assumes that a robot rotates
about a fixed object of interest. This means that keypoints
that belong to the object are close to the centre of rotation
and thus do not move a lot compare to keypoints that belong
in the background. As a result, a stable keypoint belongs to
the object of interest if its position between two consecutive

TABLE I
ORIGINAL METHOD BY KOOTSTRA ET. AL.

Object Ratio # viewpoints Recognised (7/10)
Cereal 4.98 1 Yes
Battery 1.77 1 Yes

Curry box 1.433 5 Yes
Elephant 3.26 1 Yes
Handbag - - No
Mr Min 1.62 1 Yes

Salad Bottle 1.88 1 Yes
Spice Bottle - - No
Spray Can - - No
Spray Can2 1.39 1 Yes

images satisfies the condition:

(|xi − xj | ≤ xT = 12) ∧ (|yi − yj | ≤ yT = 4),

In our case, however, the camera is fixed and the object is
placed on a rotating turntable. As a result, a stable keypoint
belongs in the background if its location does not change
between two consecutive images, i.e.:

(|xi − xj | ≤ xT = 4) ∧ (|yi − yj | ≤ yT = 4)

B. Results

Tables I and II show the results obtained using, respectively,
the methods by Kootstra et. al. and Govender et. al. Dashes in
the tables indicate that the methods could not recognised the
objects. The ratio of the number of objects that are correctly
recognised to the total number of objects suggests that the
method by Govender et. al. outperforms that by Kootstra et.
al. These ratios are shown in the heading of the last column
of the respective tables. However, when both methods do
recognise an object, the method by Kootstra et. al. requires
fewer viewpoints. It should be noted that the method by
Kootstra et. al. is computationally more intensive. This is
because a feature from the query image must be matched
against every feature in the database. In contrast, in the
method by Govender et. al., a feature is propagated down
a tree, and thus matches against nodes of the tree. Recall
that a node is represented by a feature and a distance threshold.

Table III shows the results that are obtained by replacing the
next viewpoint selection component of the method by Kootstra
et. al. with that by Govender et. al. The recognition rate is
shown in the heading of the last column of the table. There
is a small decrease in the number of viewpoints required to
recognise an object for the only object that requires more than
one viewpoint. However, this is just too small to conclude
that one next best viewpoint selection strategy outperforms the
other. However, it may indicate that the data fusion scheme in
[7] is primarily responsible for the improved recognition rates.

VI. CONCLUSION

Active vision is important because it reduces the com-
putational costs required to recognise objects. This paper
compared two active object recognition methods. The first
method uses a vocabulary tree to cluster similar feature and



TABLE II
ORIGINAL METHOD BY GOVENDER ET. AL.

Object Probability # viewpoints Recognised (8/10)
Cereal 1 1 Yes
Battery 0.9999 1 Yes

Curry box 0.8541 7 Yes
Elephant 0.9183 2 Yes
Handbag 0.9783 3 Yes
Mr Min 0.8586 2 Yes

Salad Bottle 0.9381 15 Yes
Spice Bottle 0.0789 16 No
Spray Can 0.8767 9 Yes

Spray Can 2 0.0542 15 No

TABLE III
GOVENDER ET. AL. NEXT-VIEWPOINT SELECTION + KOOTSTRA ET. AL.

FUSION ALGORITHM

Object Ratio # viewpoints Recognised (7/10)
Cereal 4.98 1 Yes
Battery 1.77 1 Yes

Curry box 1.52 4 Yes
Elephant 3.26 1 Yes
Handbag - - No
Mr Min 1.62 1 Yes

Salad Bottle 1.88 1 Yes
Spice Bottle - - No
Spray Can - - No

Spray Can 2 1.39 1 Yes

structure the database[8]. The second one constructs a pseudo-
3-D model for each object in the training set. The method in
[8] outperforms that in [7] primarily because it can recognize
a larger set of the training objects. It is also computationally
more efficient.
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