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Abstract

The tremendously rapid evolution of wireless neksorinto the next generation
heterogeneous broadband and mobile networks hassitated the emergence of the multi-
radio, wireless infrastructure. These wirelessasituctural technologies have been designed
in such a manner as to enable them to be self-me@nself-configured, reliable and robust,
with a capacity to sustain high traffic volumes admoilg “online” time. However, the desired
networking and complex features have resulted imeaassary network energy consumption,
impacting negatively on the economy, environmemnt #e ICT markets. In order to reduce
the potential energy consumption in these netwalkis, chapter proposes a novel energy
management scheme based on behavioural ecologyrdasdy the applied foraging theory,
whereby a solitary forager in a random ecosysteikesiaptimal decisions that maximises its
energy (nutrients) consumption, survival probapiind lifetime, a Foraging-Inspired Radio-
Communication Energy Management (FIREMAN) methods Haeen developed. The
FIREMAN method, consisting of optimal transmissiemergy allocation and energy saving
efforts in multi-radio networks, has as its aime thchievement of both optimal network
energy consumption and lifetime. To attain a sdalablution, the FIREMAN method has
been coordinated by a radio resource allocatiotopab module built on the link layer of the
networking protocol stack. The efficacy of the newgthod has been extensively validated
through computer simulations of the energy andutinput performance. Future research

directions linked to this contribution have als@bdurnished in this chapter.

Index terms

Autonomous foraging radio resource allocation (ARRRprotocol; autonomous foraging
radio resource allocation message (AFRRAM); eneangynagement; FIREMAN; foraging-
inspired; green multi-radio networks.



1. Introduction

In the past decade, the remarkably rapid evolufomireless networks into the regime of the
next generation heterogeneous broadband and mudtiieorks has triggered the emergence
of multi-radio wireless infrastructures. Infrastures of these types have been expected to
integrate the future internet of people, techn@sgicontent, and clouds into a common
digital information society [1]. As a result, theowe will eventually witness a harmonious
co-existence of many wireless technologies in tlanes constrained radio resource
environment in order to provide ubiquitous and deambroadband services. To achieve this
goal, the multi-radio networking technologies h&vée designed in such a way as to ensure
that they are self-organised, self-configured,at#® and robust with a capacity to sustain
high traffic volumes and long “online” time [2].

Such complex functional and structural feasustemming from the multi-radio networks
will however, essentially cause unnecessary eneaqpsumption in future networks [1].
Thus, it follows that the need to reduce the enegysumption in ICT industries becomes
relevant in order to mitigate the adverse impadterergy consumption on the economy,
environment and ICT markets. To address this chgdemany studies have proposed several
green strategies for wireless networking technel®gind protocols [3]. For example, green
strategies have been recently exploited to desmgmgy-efficient residential gateways [4].
The gateways employ appropriate home networkingrfates and service logic to allow
home owners to perform personalised, pervasiveraroging of the energy consumption of
home devices such as electrical, communication amdiovisual equipment. The green
networking research has also been consideredder ¢o address issues of autonomous link
rate adaptation, interface proxying, energy awaemdrastructures and applications [3].

In a bid to contribute to the autonomy of gyeefficient architectures capable of
supporting green heterogeneous wireless infrastrest and applications, this chapter
proposes a novel energy management solution knasvth@ Foraging-Inspired Radio-
Communication Energy Management (FIREMAN) methoche TFIREMAN method
integrates the optimal transmission energy allocavith the energy saving efforts in multi-
radio networks, so as to ensure a substantial gnesgsumption reduction in a random
wireless ecosystem [5]. The main concept has beared from the field of behavioural
ecology, or foraging theory, in which a solitaryrdger in an ecosystem makes optimal
decisions that maximise its rate of energy gaierghy improving its survival probability and

lifetime in a random environment [6]. Using thi®#nspired methodology, a solitary forager
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represents a foraging-inspired radio energy (FIREpurce manager while the so called
nutrients or prey mimic the radio communication rggeresources that the radio interfaces
need in order to exchange packets in a wireless Tihe FIREMAN method involves the
development of a prey model algorithm whereby #@ia communication energy resources
(energy link costs) are encountered randomly byréloéo interfaces since the wireless links
are stochastic in nature. In this manner, the dlgarmaximises an energy-aware throughput
(EAT) or communication profitability experienced ievery link. The profitability is
described by a set of feasible foraging behaviotmasisting of optimising resource
preference rates and allocation times which araldapof improving the energy consumption
[7].

In order to minimise the multi-radio functicomplexities, the FIREMAN method is
coordinated by an autonomous foraging radio resoalocation (AFRRA) protocol module
built from an energy-aware multi-radio unificatigorotocol (MUP) [8]. This module
virtualises functions of multiple MACs and PHYs ¢éay so that the application layers can
only visualise the homogenous single radio netwoakiser than the complex heterogeneous
wireless platforms. The performance of the devaelopHRE manager has been extensively
validated through computer simulations. This chapias also provided future plans for
prototype development suited for future networks.olir best knowledge, this work can be
viewed as an early contribution towards the appboaof the foraging theory of nutrients
optimisation to the field of green wireless netwngkresearch.

The remainder of this chapter is organsgdollows: Related work in the field of radio
energy management is discussed in Section 2. Aanamtous foraging radio resource
allocation (AFRRA) protocol will be presented incBen 3. In Section 4, the FIREMAN
problem is formulated and a corresponding FIREMANoathm developed in Section 5.
Section 6 provides the throughput and energy efiicy performance evaluation. Future
research directions and conclusions regarding tHREMAN method are presented in

Sections 7 and 8, respectively.

2. Related work

The development of the FIREMAN method has been ptechby a number of experimental
results stemming from measurements of the energguwoption behaviours in real Wi-Fi
networks [9, 10]. In Gomez et al., [9], the actirabact between the traffic and power
consumption for a typical wireless LAN (the IEEE28Dlb/g) access point (AP) was

measured experimentally. The experimental resthitsved a significant impact of different
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traffic sizes on the power consumption patternhef wireless devices, both at the interface
level, with respect to the power expenditure fangmission and reception, and at the device
level, with respect to the energy spent for praogsthe application traffic. In Carvalho et
al., [10], an investigative study was conductedhaf energy consumption of IEEE 802.11
cards when nodes were in contention for channedsscander saturation conditions. In such
scenarios, the study found that the radio’s trahsmode had marginal impact on the overall
energy consumption, while other modes (receive idl®aj were responsible for most of the
energy consumption. It was also noted that the ggnénk cost to transmit useful data
increased almost linearly with the network sizeanBmitting large payloads was more
energy efficient under saturated conditions thaalkspayloads.

The exploitation of the multi-channel MA&ykr to provide an energy and spectrum
efficient throughput had stimulated a flurry of easch activities in power saving MAC
protocols and algorithms [8],[12]-[14],[20]. Mand&i and Choudhury [11] proposed the
SleepWell energy saving mechanism that achieverhgregficiency by evading the network
contention in Wi-Fi networks. Different access feifAPs) adjusted their activity cycles to
minimally overlap with others and consequently ¢gulate the sleeping window of their
clients in such a way that different APs were activ inactive during non-overlapping time
windows. The SleepWell was implemented on a tedt-platform of eight laptops and
Android phones. An evaluative study over a wideietgrof scenarios and traffic patterns
(YouTube, Pandora, FTP, Internet radio and mixédn&d a significant energy gain with a
practically negligible loss of performance. The €pld/ell enforced the energy efficiency
through scheduling the activity cycles of APs dgmon-overlapping time windows to evade
network contention, while the proposed FIREMAN nwethachieves energy-efficiency by
enforcing the non foraging interface cards (NFI@syo to the “doze mode”, while the low
power foraging interface card (FIC) indicates iaffelonging to the target receivers.

Anastasi et al., [12] presented an analyticodel of a power-saving mode (PSM) aimed
at reducing the energy consumption caused by tiwoneng activities in IEEE 802.11
standard technologies. According to the IEEE 802$M algorithm, a mobile device is left
in the active mode only for the time necessaryxtthange data; it is turned to the sleep mode
as soon as it becomes idle. In connecting to thastructure 802.11 WLAN or the Wi-Fi
hotspot, the PSM algorithm was achieved by expigitihe role of the AP whereby each
client station inside the hotspot informed the Alether it utilised the PSM algorithm or not.
As the AP relayed every frame from or to any clistattion, it buffered frames addressed to

the client stations operating in the PSM while theyre sleeping. Once during every beacon
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interval, usually (100 msec), the AP broadcast acbe frame containing the Traffic
Indication Map (TIM). The TIM indicated identifidans of PSM stations whose application
frames were buffered at the AP. The PSM station® wheen synchronised with the AP and
woken up to receive beacons. If these PSM statimre indicated in the TIM, they could
download the application frames. Even though th# P&uced the sensing or contention
time, the TIM window was made static and only timergy consumption in the transmit
mode was taken into account. Thus, Moshe et d],g4tended this energy saving scheme to
another method known as the LESS-MAC where the Wikidow was made dynamic with
respect to different payload sizes. Through sinmmat the LESS-MAC was shown to save
energy in the idle mode with minimal additional étionalities as in [12]. Moreover, the
dynamic TIM window contributed a greater energyisgvn the transmit and receive modes.
The FIREMAN algorithm autonomously adapts the eypditk costs in a random wireless
environment such that the per link energy awareutfinput (EAT) is maximised.

Recently, the IEEE 802.11 PSM method has leséended by [14] to perform a TDMA
based energy-efficient cognitive radio MAC (ECR-MAfrotocol. In this protocol, ad hoc
nodes were allowed to dynamically negotiate muiasmnels such that multiple radio
communications could take place in the same regiamultaneously, each in a different
channel. In this way, the licensed primary usek$sjRecould co-exist with non licensed users
in an interference-free and ad hoc based multifoblacognitive radio environment. To
achieve the goal of reducing the idle time, thequol divided time into fixed-time intervals
using beacons and had a small window at the st@&ach interval to indicate the application
traffic and negotiate channels. This protocol isnptementary to the FIREMAN method
except that the idle time and the energy link caséssminimised by the FIREMAN in order
to realise a better energy-efficiency.

To express this concisely, these studege lfocused on single radio based power
saving mechanisms and not on the multi-radio waeletworks. The FIREMAN method, on
the other hand, seeks to address the energy-effissues in multi-radio wireless networks
wherein a very large percentage of the energy eopsan arises. In Wang et al.,’s research
study, [5], an opportunistic spectrum access arapt@t power management under the
setting of multi-radio nodes and multi-channel Wéss LANs was proposed. This power-
saving multi-channel MAC (PSM-MMAC) protocol aimedt reducing the collision
probability and the waiting time in the ‘awake’ t&taof a node under the distributed
coordination function (DCF) mode [12],[24]. The fwool allowed for the estimation of the

number of active links; selection of appropriatarmhels, radios and power states (i.e., awake
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or doze state), given the link estimates, queugtlhsnand channel conditions as well as the
optimisation of the medium access probability ie fpersistent CSMA used in the data
exchange. The simulation and analytical resultsvgldoan improved throughput, delay and
energy efficient performance. However, several thacks associated with the PSM-MMAC
were found: the default radio interface consumedubstantial amount of energy when
estimating the number of active links and commuimgathe default channel to the rest of a
dense network; there was no guarantee that theldesalio interface was operating in low
power modes during the ATIM window; the protocohsimered the energy saving in the
transmit mode only and not in the receive mode; tnredPSM-MMAC did not provide a
transmission energy control strategy; insteadawhke radios exchanged application frames
using high transmission power levels. In contrdlse FIREMAN algorithm utilises the
AFRRA protocol to perform the channel negotiationdatraffic indication with the
neighbouring nodes during the traffic and radimuese allocation window when the link is
in both transmit and receive modes. The defaulorederface (FIC) is enforced to operate in
a low power mode to exchange control packets otijenwother radios use power-controlled
levels to exchange the application traffic.

The implementation of the FIREMAN methodtissely related to the one proposed by
Lyberopoulos et al., [15] in which the authors prged an energy-efficient multi-radio
platform. In this case, an examination of the @fit interfaces between the multiple
heterogeneous radios and one or more processos single sensor node for energy-
efficiency was performed. The authors focused om d#ffect of the application level
parameters such as packet payload sizes and thketpagnsmission period on the energy
consumption of CSMA protocols having multiple tramssion attempts compatible with
802.15.4 and 802.11 MAC layer specifications. Hogvewnlike the FIREMAN approach,
the proposed platform did not suggest a unifieélag conceal the complex functions of the
multiple radio interfaces and MACs from the upgrers.

To conceal this complexity, studies [1],],[§16,17] proposed an autonomous
transmission energy adaptation for multi-radio metiannel wireless mesh networks. The
transmission energy was dynamically adapted asgnolusly or synchronously by each
radio interface. The interfaces were coordinatedabgower selection multi-radio multi-
channel unification protocol (PMMUP) [8]. The tramssion energy adaptations were based
on the locally residing energy in a node, the amaidrocal queue load, the quality of the
links and the interference conditions in the wisslenedium [18, 19]. The authors divided the

wireless mesh network (WMN) into a set of orthodounaified channel graphs (UCGS)
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whereby each radio interface of each node was ttmadinique graph. The PMMUP first set

initial unification variables such as energy ressnand channel states from other UCGs;
radio interfaces then predicted channel stateb@fatireless medium; the PMMUP updated

the unification variables and finally, radio int@ces computed optimal transmission energy
levels based on the predicted states [17]. Howeffacts of queue and link instability on the

link-level energy consumption were not discussetheyPMMUP method.

In response to this gap, Olwal et al., [20] @odelled the inter-channel and co-channel
interference, energy consumption at the queuesttandetwork connectivity problems as a
joint queue-perturbation and weakly-coupled (SPW@tems. A Markov chain model was
developed to describe the steady state probabistyibution behaviour of the queue energy
and buffer state variations in multi-radio nodekeTmpact of such queue perturbations on
the transmission probability using some transmissmergy values was analysed. The
simulation results indicated that the proposed pawatrol method converged at the steady
state. Although the SPWC system was energy-avitavegs computationally complex and
did not address the dynamic channel negotiationstlyo with the energy-efficiency.
Consequently, the proposed FIREMAN method has beéewveloped. It simplifies the
architectural and functional designs by exploitthg benefits of the AFRRA protocol, of
searching for and optimising the locally availakleergy resources in a random wireless

environment.

3. AFRRA protocol

The autonomous foraging radio resource allocatkffFRRA) protocol is an extension of the
virtual MAC developed in [1], [16]. The AFRRA issaftware module that controls functions
of the foraging-radio interface cards (FICs) aneé thon foraging-radio interface cards
(NFICs) in a highly random wireless ecosystem. AR&RRA protocol dynamically adapts
the radio communication energy, channel negotiatemd the energy saving mechanisms to
achieve a foraging energy-efficient (FEE) networke protocol assumes that every radio
interface card in the “awake” state consumes afsignt amount of the energy resource and
that when in the doze state it consumes a veryeoergy resource. In the awake state, an
interface may be in one of the three different nsodiee transmit, receive and idle or sense

modes [5].



3.1Bio-inspired MAC firmware architecture

Consider a bio-inspired MAC firmware architectur@own in Figure 1, having an
autonomous foraging resource allocation messagdRiR¥M) window during which the
channel negotiation or contention (in Phase 1)taedenergy link cost estimation (in Phase
2) are performed and information are stored inARRRAM table. The first phase aims to
form a link layer connection of nodes. When a nbde data packets destined for another
node or AFRRA, it may transmit an AFRRAM or, assitconventionally known, an Ad hoc
Traffic Indication Message (ATIM) via the awake delt FIC to the intended receiver. The
default FIC listens on the foraging frequency cl@n(&#FC) during the AFRRAM window
(meant for exchanging control messages only). Ugaeiving an AFRRAM, the intended
receiver FIC will reply with an AFRRAM-ACK messagefore data download commences.
The transmission or retransmission of the AFRRAMIofes the normal DCF access
procedure [24].

In the second phaste optimal link resources consisting of the energgts and the
frequency channels using the FIREMAN algorithm @determined. Following the end of the
current AFRRAM window, any node, having neithertsam AFRRAM nor having received
an AFRRAM via its FIC containing its own addres® tnitial frequency channel and power
settings in the awake state during the AFRRAM wimduill enter the doze state. Any node
which has sent an AFRRAM or received an AFRRAM agrihg its own address during the
AFRRAM window will remain in the awake state untile end of the next AFRRAM
window.

The third phase covers thgchange of the application data packets. Theseswdthe
awake state transmit/receive the application datkeis and acknowledgements using the
awakened NFICs. At the end of the beacon intealaNFICs switch to the doze mode until

the next packet arrivals.
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Figure 1: The proposed Bio-inspired MAC firmwarehitecture

3.2The FIREMAN protocol

Figure 2 illustrates the bio-inspired radio reseufchannel and energy link costs) allocation
scheme in a random environmelnitially, at least one FIC, say a0 of node A, ug&e at the
default to estimate the energy link costs and atlethe frequency channels to the link. At
the sending AFRRAwhen this AFRRA has packets destined for anotheRR in the
network, it wakes up a default FIC and tunes tls¢ oé the interfaces to the doze mode. The
awakened FIC selects an initial random frequen@nobl using a low power mode, c0, as a
default FFC from a pool of channels and an initaest possible power setting, p0, from a
pool of the off-the-shelf power levels. The sendiilC advertises, to all its neighbours
listening on all channels via their FICs: the AFRRAoOnNsisting of the selected FFC, the
selected power setting, the residual energy inatliake state and the MAC address of the
intended receiving AFRRA. If received correctlyetreceiving FICs reply with AFRRAM-
ACK indicating to the sending FIC that they haveeiged the sent AFRRAM containing
their own address, the power setting and the sendigidual energy. If this does not occur,
the link is either busy or the selected power isgttiannot reach the intended receiver. If the
link is busy, the sending FIC switches to the domede and re-advertises after a random
back-off period of time. If the power setting i®tmw, then the AFRRAM is re-sent with a

power setting level which is incrementally highlean the previous level. It should be noted
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that during the re-advertisements, different comitgqubwer settings are selected, while the
FFC and the address of the intended AFRRA are lket same. Incrementing the
transmission mode power settings increases thecelanf reaching the intended receiver on
subsequent re-transmissions. If a particular FFEChie@n grabbed, no other neighbouring link
which hears that particular FFC should grab themesi FFC for the transmission of its
AFRRAM until the next AFRRAM window, thereby avoidj collisions amongst
neighbouring transmitters. In Phase |l of the psgabMAC firmware architecture and based
on the successfully exchanged AFRRAM, the firsk aiseach sending-receiving FIC pair or
link is to find a set of power settings and thue estimate of the energy link costs. The
second task that they have is to find a clumpedhpat the frequency channel available for
occupation in the network. The optimal resourcestyp free to be chosen, from a set of
discrete power levels and the frequency channeitedufrom the unused spectrum in the
available ISM bands.

At the intended receiving AFRRA, the FIC listensrordirectionally to receive FFCs,
power settings, the residual energy from all pdessending AFRRAs in the awake state. In
the meantime, the NFICs at the intended receivde rawe compelled to enter the doze mode
by the AFRRA in order to save the enerdfythe FIC can hear or detect or sense the
frequency channels from the sending AFRRAs, thiamsethat the said FIC is listening on
that FFC, and that the FFC is temporarily resefee@ period of the AFRRAM window. No
other listening, neighbouring links are able togitaThe FIC at the intended receiver grabs a
frequency channel it detects if, and only if, thagjuency channel contains the least amount
of energy link costs and its own MAC address; otliez it rejects any other frequency
channels heard from the neighbourhood. If the AFRRIA successfully received, then the
FIC of the intended receiver replies with the AFRRACK message to the sending
AFRRA. It should be noted thall power settings (prey types) sent to the intende
neighbours but not received (detected) implies tiy cannot guarantee the neighbourhood
connectivity. All frequency channels (patch typéghard by the neighbours which do not
contain their own MAC addresses imply that suclgineours cannot pick them up as they
are already occupied as FFCs. Thus, they are ignditee intended neighbouring AFRRA
using AFRRAM-ACK messages replies to every sendiR®RA through the corresponding
FICs and FFCs only; meanwhile all NFICs are switcttethe doze state.

At the link layerthe intended receiving AFRRA and the sending AFRRK estimates
the energy link costs (prey type executions) foergv'hello packet” successfully sent and

received at different radiated power levels byRHhes. Based on the estimates of each energy
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link cost, the AFRRA link computes the energy-awdm®ughput (EAT) and the foraging
energy efficiency (FEE) that varies randomly fromeoenergy link cost to the other,
depending on the channel conditions. The optimargn link cost (computed from the
electronic energy of the receiver and transmittégrfaces, and the link radiated power) that
yields the highest profitability measured in teroighe EAT compared to the FEE functions
is selected by the AFRRA.

Following the end of the current AFRRAMnabw, the AFRRA wakes the NFICs and
switches them randomly to the corresponding norrlapping channels to exchange the

application data with the optimally computed endrgl costs.
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Figure 2: The proposed bio-inspired radio resoatfEation scheme.

4. Problem formulation

The software AFRRA module represents the biologidatager while the radio
communication energy and channels it encounterthartasks or resources it must optimally
choose and determine for what period to allocagdittks. In order to adopt the bio-inspired

resource allocation algorithms, Stephens and Ki2®jsdescribed two popular models. The
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first model was known as the prey model, which iiresp the argument that the radio
communication energy (i.e., prey) comes randomljumps or as individual quantities that
have fixed resource allocation times (i.e., thecpssing-time constraints are such that
=17 >0 for each resource typg. Thus, allocating optimal radio communication rgjyeto

a certain link follows the prey model algorithm.eTAFRRA (i.e., forager) has only to decide
whether to allocate the radio communication enesgiygmally or to ignore the allocation
process and proceed to the next lump [7]. The seooodel was referred to as the patch
model (i.e., a cluster of preys), which assumes ttia AFRRA allocates the link to every
encountered resource type (i.e., preference comstia =p; =1 for each resource typg but
each encountered resource is seen as a clumped plfrey with decreasing marginal
returns (e.g., due to the depletion of prey witthie patch or set of prey). Since the channels
in Wi-Fi networks are randomly encountered, allowatthe link to an optimal channel
follows the patch model algorithm whereby grabbafigne channel from the pool decreases
the number of channels for other users within @r@es wireless environment. The AFRRA
must decide on a length of time to process evetghphased on a constant preference
probability [6].

4.1 Objective function

Suppose that the AFRRA can complete allocatingi,2,...} discrete types of distinct radio

resources (i.e., energy link costs and channelsjhéo radio links. For a resource of

typeiO{12,...,n}, AFRRA allocates each radio link O[0,1] fraction of the encountered
energy and channel type and spends an average ©&o time allocating each selected
typei . This implies that the complete radio resourcecallion behaviour of the sending link
is described by vectorss2[p,,p,,...,n,] and 72[z,7,...,7,] for all the resources.
Constraints on the feasible behaviours are definedonstantsy;,p" 0O[0,1] and 7,77 00,

for each resource typal{1,2,...,n} so that the feasible set of behaviours becomesnaex

separable polyhedrof23]:

r2{(57)0[0,1] x 0%, 7 <p<py, 17 <1577, 10{12,. .0} (1)

The optimal behaviour of the AFRRA is to maximike generiadvantage-to-disadvantage

functionof each radio interface as is inspired by thedomg theory [23],
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where o0 and d00 are constants arw;[r;,r.*]HD and d, :[r,‘,r,.*]|—> O are functions of

i

time 7, associated with typed{1,2,...,n} . The type can be either any radio communication

energy or any frequency channel. Then,dabeantage-to-disadvantage functibacomes the
ratio of the expected link throughput to the expdatadio communication energy consumed
by that link. The function signifies the profitabjl of the AFRRA’s decisions on energy link
costs and channel allocations and is succinctlttevrias

Zn:/l,.pf{[wf log, (1+SNRY (7,)) -0 (r,)}} —seorh

J(p,r) & 2 : 3)
ZA pi[P(r) -0 (z)]

whereby, for each resource typel{12,...,n} and a corresponding resource allocation
duration r,, several notations can be defingds the rate of encounter with each resource

type i, w! is the channel bandwidth of resource typassociated with the radio interfage
The channel bandwidth is defined ag,= ( i ) where ff :fo’—% is the lower frequency

and £/ is the middle frequency between the lower and upper frequency bounds. The
received signal to noise ratio from a resource types denoted asngr!, o is the message
overhead,0”" is the energy overhead and tkfés the radio communication energy. The cost

of searching for a certain resource type is denagd*" and is assumed fixed. In an

analogy with equation (2), the equation (3) is difigal as follows:

a2 ¢ a,.(r,)é/l,[z(fo"—ﬂ)logz(1+5NRf(r,.))—o,.’m( )} d20, d(5)2A[P(1,)-0 (1)].

b5 2/‘ [2(f; ~ £ )tog, (1+sNR ) 05 ], e_z/][ B -or].

F‘l j¢1
4.2 Radio resource decision variables

The radio resource decision variables are the rediomunication energy and channels. In
wireless commodity devices, the number of radiouese types,, is free to be chosen as
any reasonable number of discrete resource vaketlble. The resource types and actual

link variables have a distribution that resemblgs [
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i=ceil(nxexp(—-R")), (4)

where k=1,2,...,« is the radio interface zone numbers the resource type amio,r__] IS

max ]

the resource variable belonging to #tle radio interface zone while the “ceil” is thersard
ceiling function for converting non-integers toagers. The nonlinear relationship defines a
large number of types for resource values withan linge, thus providing a better accuracy
near the real values. Equivalently, the resourdeegaare derived by noting thety=p*, then
x=log,y SO that,

Rk:—loge(i/n):>Rk:—ln(i/n). (5)

The resource allocation times for each resource tyging the function is denoted as,

T, :n+n><exp(—i) . (6)

The exponential characteristic of this function chats the distribution of processing times to
the distribution of the resource types. Rates abanter 4, with different resource types are
usually estimated in real time [7]. At any givestiant, an estimaté of the rate of encounter

with type i is calculated as the number of times typleas been encountered by the AFRRA
divided by the amount of time the AFRRA has spe&arshing for resources that it should
allocate. Once the relationship between the ragBource value and type, the processing time

function, 7, and the objective function are determined, theBNIRN algorithm executes an

optimal radio communication energy management behathat maximises the objective
function.

5. TheFIREMAN algorithm

From the simplified objective function in (2), fédale solutions are obtained when the

relevant assumptions are made. For example, thetidtng, is constant and possibly zero;
the constanti#o; if d #0, then it has the same sign asif 4 is positive, theno, has a
maximum, and ifd is negative, them, has a minimum (i.e., functiof) /d has a maximum).

The probability of allocating or processing eacdisacommunication energy type is the
decision variable for the AFRRA when applying tlieypmodel to implement the FIREMAN
algorithm. Thus, the AFRRA chooses that maximises defined in equation (3). Let be

rewritten as,
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__\_a+pida +b,
J(prr)_d"'p/{(/]fdi"'ef ’ (7)

where b, is the summation of all terms in the numerator ingblving the energy resource
type i ande, is a similar variable for the denominator. To abthe value ofpf at which
is maximum, we differentiate with respect tg!,

o _Aa(d+pAd +e)-Ad(a+piAa +b)

ap,k (d+p?‘/].d. +ei)2

P

Aae —Adb.
- i . (8)

PP

(d +pAd. +e, )2

i

By viewing equation (8), it is noted that if themerator is negative, thenis maximised by

choosing the lowest possiblgi. Alternatively, if the numerator is positive, then is
maximised by choosing the highest possible However, we know thag<p!<1. Thus, p
that maximisess is either p‘=1 or pf=0 for eachi0{1,2,...,n}. The decision depends
directly on the sign of.e, —d.b, . This type of decision is referred to as #eeo-one rulavhich

is summarised as,

setp, =0 ifa,/d <b /e,
setp,=1if a,/d >b /e

9)

Here, o, /d, is the profitability that results from processirggource type and b, /e, is the

alternative profitability resulting from searchifg and processing other resource types.

Using this rule, an AFRRA either processesrgy of typeid{1,2,...,n} every time it

encounters it or never processes it at all. Thetgqueis: which radio communication energy
level the AFRRA should process and which levehitdd ignore? The answer for “which it
should not” must account for the missed opportunityat is, if it profits the AFRRA more
when it allocates the energy of typthan that of searching for and allocating the enerfg
other types, then the AFRRA should process theggnef type i and ignore other types.
Conversely, if more benefits are likely to derileough processing other energy types other
than those of typg then the AFRRA should ignore type

To process multiple types, the radio commaton energy levels are first ranked or

sorted according to their profitability such astthad, >a,/d, >...>a, /d,. If type j is included

in the AFRRA'’s “resource allocation pool” (thoseég that the AFRRA will process, once
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encountered), then all types with profitability gter than that of type will be included in
this pool as well. After ranking the resource typgsprofitability, types are included in the
pool iteratively, starting with the most profitabigpe (i.e., wheni=1) until the following

condition is attained:

=R (10)

The highest; that satisfies the equation (10) is the leastitaole resource type which is
included in the pool. That is, if resource typeghe environment are ranked according to

profitability with i=1 being the most profitable, and if tyge1 is the least profitable type
such that the AFRRA will benefit more from searchifor and processing types with
profitability higher than the profitability of+1, then resource types 1 throughshould be
processed when encountered and all other resosincesd not. If the equation (10) does not
hold for any;j, then all resources should be processed when etered. The most profitable

type j is substituted into equation (5) as the optimdic@ommunication energy.

6. Performance evaluation

To evaluate the performance of the foraging-ingpiradio communication energy
management (FIREMAN) method, the above algorithns walidated using the MATLAB
simulation tool. The tool has a computational cédfgtio simulate realistic physical channel
characteristics and radio link energy costs ofstrithuted small number of nodes. To assess
the impact of the FIREMAN on the network topologgn stationary wireless multi-radio
nodes with a maximum transmission range of 500 mewaiformly placed in a 1000 m x
1000 m area. Each node had up to 4 radio interfatthsone interface acting as a default FIC
for exchanging control messages and others opgramthe NFICs for exchanging the
application traffic. Following the proposed FIREMAdgorithm and AFRRA protocol, the
interfaces were each tuned to non-overlapping U®Gdrequency spectrum available
between 2.412 GHz and 2.484 GHz [24]. The orthogomannel numbers 1, 6, 11 and 14 of
channel-widths of 20 MHz each in the IEEE 802.1d Wwére considered [24]. Depending on
the phases within a beacon time interval, certadior interfaces were set to either doze or
active states. Application packets arrived at dd&C and PHY layers’ queue following a
Poisson process [20]. In each arrival, the sendelersent an AFRRAM to the intended

receiver during the AFRRAM window. For each arriyipacket, time was divided into
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identical beacon intervals of typically 1 secondltife start of each beacon interval, all nodes
stayed awake via their FICs for duration of an APRRwindow. During the AFRRAM
window, the FIC executed traffic indication, theREMAN algorithm, and the channel
negotiation mechanism.

The radio communication energy in transmi aeceive modes was evaluated from the
FIREMAN algorithm. The radio communication energya link in the transmit mode was
considered as the energy link cost. A link was s$aitde in the transmit state if the sending
interface was transmitting packets (control or ftiaa receiving interface connected to it on
the same physical link. That is, the sum of thdadchnsmit, receive and the device-pair
electronics’ energy constitutes the transmit enexaysumption of a link. The energy per link
in the receive mode was the sum of the receivedanitte-pair electronic energy. A link was
said to be in the receive, idle, or doze statgaetvely, if any two devices were receiving or
idle listening or dozing with respect to the neighbtransmissions in the direction of the
same virtual link. The performance evaluation conicgy the energy consumption after
executing the FIREMAN algorithm was performed fodaration sufficiently long for the
output statistics to stabilise (i.e., 60 s). Eaetuth point in the plots was the result of
averaging four data points from four simulation sunvhereby each run represented a
different randomly generated network topology & #ame number of the nodes. The rest of

the system performance was generated from parasregiecified in Table 1.

Table 1: Performance evaluation parameters

Parameter Definition and description Specification

Transmission rate  Basic interface rate for both the AFRRAM and DAT#changes 2 Mbps

Payload length Fixed, 456 of DATA, 16 of UDP, 40 of IP 512 bytes

Buffer length Fixed 50 bytes

Beacon-interval Fixed, AFRRAM window (T1+T2), DATA (T3) window T1, max=1ms
T1: The channel negotiation window T2, max = 330 ms, depending on the
T2: The AFRRAM exchange window AFRRAM traffic in the medium
T3: The payload data exchange window T3 = Variable, depending on the data

T4: The doze mode window. Randomly chosen if tleat stf the next traffic in the medium
beacon or the traffic load delays by over 10 ni®@a 1% of the beacon T1+T2+T3 = 1000 ms

interval)
Adjustment factor ~ Adjustable AFRRAM window Varied from 1.2-1.5
Electronics (Tx & Transmission and reception electronic energy copsiom 50 micro-Joules/bit
RXx)
No of activelinks Active links per node Varied from 2 to 4
Active links per network of 10 nodes Varied from 20 to 40
No of channels Non interfering channels in the network (2412, 248162, 2484 MHz)  Varied from 1 to 4
No of interfaces Total number of interfaces per node is at moststima of incoming and Varied from 2 to 4
per node outgoing active links per node
Traffic load or the Load injected to each link Varied from 1 to 10 packets/sec/link
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UDP test traffic Constant bit rate (CBR)
MAC over head 24 bytes of PLCP header (which is transmitted @ Hp®) + 20 byte 48 bytes

MAC frame header
DIFS Distributed Inter Frame Space 50 micro Seconds
SIFS Short Inter Frame Space 10 micro Seconds

Back- off slot time  Time taken in low transmission energy state wheallision is detected. 20 micro Seconds

In Figure 3, the average energy types and linkscdsttributions at the four radio interface
zones are shown with a 95% level of confidenceth&sencountered link cost increases, the
energy types drop from some high values and beamnstant thereafter. Conversely, the
increase in types causes the link cost to showmerse response with the link costs. This is
because, given the available transmission eneringe of a commodity Wi-Fi device, the
exponential types distribution function providesiaverse relation with the energy settings.
For example, at the third zone, 0 mJoules (typetd1100 mJoules (type 1) of the multi-
radio IEEE 802.11b/g. Type 11 signifies the leastrgy cost consumed by the link, while
Type 1 shows the highest energy cost consumed dysdme link. The exponential type
distribution function was chosen because of itditghio define a large number of energy
types for energy link costs with small order of mitigdes (i.e., mJoules) as compatible with
the most wireless LAN commercial devices. The explion of a large number of types
gives the forager a set of alternative choicesni@aking more accurate decisions in the

foraging-inspired resource optimisations [7].
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Figure 3: Average energy link cost types for mirterface zones: (a) energy types and (b) enengydosts.
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In Figure 4, the average performance of the FIREMA&thod with a 95% confidence level,
when applied to the radio communication energy calion in multi-radio network, is
depicted. Figure 4a illustrates the effect of thdie communication energy on the energy
aware throughput (EAT) performance. The EAT perfmnoe mimics the foraging
profitability function, where the biological foragéncreases its nutrient value (kCal) by
spending its time searching for certain prey oriaat types which can provide high nutrient
contents. As the radio communication energy in@gathe EAT drops linearly, rapidly, due
to the increase in the energy cost of communicagianzkets in the network. The NFIC zones
have higher profitability than the FIC zone as émergy cost increases, because the NFIC
zones perform overhead free, data exchanges wehctntrolled radio communication
energy, while the FIC zone exchanges overhead @omessages. Specially, at 10 mJoules,
the NFIG zone provides 70% more throughput profitabilitgritthat of the FIC zone, on the
average.

Figure 4b portrays the effect of the racbonmunication energy on the foraging energy
efficient (FEE) performance. The FEE performancmits the foraging loss function, where
the biological forager decreases or wastes kCasd®nding its time searching for certain
prey or nutrient types which can only provide lowtrient contents. As the radio
communication energy increases, the FEE chargedases linearly, rapidly, due to the
increase in the cost of communicating packets énrtatwork. The NFICs zones are more
energy-efficient than the FIC zone, because theCNEdnes not only use the controlled
energy levels but also stay awake only on demartkifwthere are application packets
destined to a certain receiver). Otherwise all NFKfay in the doze mode throughout the
beacon interval. In contrast, the FIC zone stayskawio coordinate the exchange of control
packets between the AFRRA pairs and only staybendbze mode for short intervals when
application data is being exchanged. Specificaty60 mJoules, the NFIC consumes 67%

less energy than that of the FIC zone, on the geera
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Figure 4: (a) Average energy-aware throughput ap@vyerage foraging energy-efficiency versus radiergy cost.

Figure 5 illustrates the impact of the traffic loaflered to each link on the energy-aware
throughput (EAT) performance and on the correspundoraging energy efficiency (FEE)

performance. Figure 5a suggests that more traffalihg onto the link leads to a better
energy-aware throughput (EAT) performance per dath The performance results agree
with the theory that the offered load per link isedtly proportional to the throughput in a
lightly loaded network. The FIREMAN method was cargd with the power-saving multi-

channel medium access control (PSM-MMAC) protoegjgested in [5] and the singularly-
perturbed weakly-coupled based power selectionisradio unification protocol (SPWC-

PMMUP) proposed in [20]. It has been found that Bl@EMAN method for a three radio

interface link outperforms the SPWC-PMMUP and PSWHMC methods tested under a
similar number of the radio interfaces, on the ager Specifically, at 10 packets, on the
average, the FIREMAN method records 20% and 60%er&&T performance than those of
the SPWC-PMMUP and PSM-MMAC methods, respectivélye findings are attributed to

the reason that the FIREMAN algorithm is capablenaking optimal decisions in a random
wireless environment. It forces the FIC to exchatige control messages, while the NFICs
exchange the application data packets on sepadi® links and non overlapping channels.
In contrast, the PSM-MMAC protocol executes the RIS handshake at a full radiated
energy when attempting to reduce the hidden tednpnablems, at the expense of the

increased message overheads. The SPWC-PMMUP métipozbes some computational
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complexity when evaluating the queue perturbatiord aveak coupling coefficients.
Increased computational time intervals leave las®e tavailable for the exchange of
application data. Both the PSM-MMAC and SPWC-PMMidBthods assume static channel
assignment irrespective of the channel qualitiestelad, the FIREMAN method has a quasi-
static channel assignment whereby channels argnaskin every beacon intervals but which
dynamically changes with respect to the energy tiogts (the link with the least energy cost
is assigned a channel).

In Figure 5b, a corresponding average fogagnergy-efficiency (FEE) performance is
shown whereby the FIREMAN method indicates the HWeSE compared to the other
conventional methods. Specifically, at 2 packetsite average, the FIREMAN method has
35% and 42% better FEE performance than the SPWEHPRIand PSM-MMAC methods,
respectively. The reason is that the FIREMAN metfardes the control messages’ intervals
to be as short as possible to allow longer intsriat the application data exchanges and to
reduce the idle time of the FICs. All the NFICs avétched off until the energy is allocated
and the channel is negotiated to save significemdumts of energy. Nodes stay awake only
on demand; otherwise they are switched off in teewvork. The FIREMAN method also
ensures that soon after the data exchange andittentbeacon interval have expired, all the

radio interfaces are switched to doze mode urdilntéixt application packet arrives.
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Figure 5: (a): EAT and (b): FEE versus Offeredficdbad per beacon interval per link.
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7. Futureresearch directions

Future research involves the extension of the FIREMnethod to the implementation of
joint dynamic energy and channel assignment inntineless broadband networks. In such a
design, the modified link layer firmware will be gacted to execute the cross layer energy
management for lifetime maximisation, while ensgrihat the available frequency channels
are dynamically assigned to the active communinatioks. These anticipated research
studies will also involve the investigation of tkeergy and spectrum acquisition from a
network environment by utilising foraging searchhieiques. The central notion will be to
have both resource acquisition and optimal managemtegrated into a single foraging life-
cycle, closely resembling the case of biologicahéerers who search for nutrients in a random
environment. When said biological foragers encaumigtrients, they decide whether to

consume or ignore these based on the perceivedyegain and lifetime maximisation.

8. Conclusion

The chapter has proposed a foraging-inspired radimmunication energy management
protocol (FIREMAN) for green multi-radio networkEhe protocol and algorithm designs of
the FIREMAN, as motivated by a random wireless mmment, have been presented here.
The computer simulations have been used to valitteedesigns and have shown better
throughput and energy-efficiency performances ttien conventional energy management
methods. This result holds promise for the impletagon of green heterogeneous wireless
networks as discussed in section 7. The future wadrkhis study involves the software
development of the prototype for real-life perfomoa tests. The test findings will be used to

scale the application of the FIREMAN to large hegemeous wireless networks.
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