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ICBA, entropy). Thus, both parametric and non-p@tic
techniques iterate between the image domain arsdddahain

Autofocus is a well known required step in ISARde®AR) Making them computationally intensive for largetedsets.
processing to compensate translational motion. fessarch This paper develops a range-time domain approach
proposes a time domain autofocus algorithm andudiges its Which can either be made parametric or non-paranetr
relation to the well known phase gradient autofo(R&A) does not require iteration between the data andgiimga
technique. Results on simulated and measuredstata that domain as the estimation of the translation mogibase-error
the algorithm performs well. Unlike many other ISARS carried out completely in the range-time domaivosely,
autofocus techniques, the algorithm does not maiee af the technique can be described as a time-domairsepha
several computationally intensive iterations betwéee data 9radient autofocus approach.

and image domains as part of the autofocus proéessuch, Section 2 describes the system model and provides m
the proposed algorithm could prove to be fasten thther detail regarding related work from [1] and [2]. 8es 3 then
techniques. Observations are made regarding the tfp develops the proposed technique.

Abstract

phase errors that can be handled, and it is arguetdthe  Section 4 illustrates the performance of the tepixgion
technique could be posed either as parametric or- ngimulated data. It is shown that the proposed fgclken
parametric depending on the type of phase errqrsaed. produces promising results. A discussion providsgght into

the type of phase errors that can be compensatekingha
Keywords: ISAR, Autofocus, Phase Gradient, Time-Domairf:ase that algorithms which employ separate rarigaraent,
should use autofocus algorithms that can correcthigher
1. Introduction order pha_se errors, or that use n(_)n-parame_tric ephas
compensation, to compensate the tracking errotlkeirphase
To form Inverse Synthetic Aperture Radar (ISARhduced by the range alignment process.
imagery the radar imaging system has to compengate Section 5 shows examples of results obtained ubiisg
translational motion of the target. Typically, this done technique on measured data, showing also an initial
either in a two step approach by performing ran@mment comparison with a dominant scatterer based techniqu
and then non-parametric autofocus [1, 4] or by ipataic Section 6 concludes with suggestions for futureaesh.
joint range alignment and autofocus algorithms agm [3].
J Mosgt of tge parametric techniquesg model the pha[m]f e 2. System model and related work
induced by the motion of the target as a polynorfuattion Assume as input, a signg{(m) consisting of M range-
of sufficient order (typically allowing for velogit and aligned HRR profiles with N range bins each. Follagvthe
acceleration error). They then employ image domapmtation and model used in [1], the phase of a ¢sumat
measures of image focus (such as contrast or eftepd dominant) scatterer in range bircan be written as
recursively estimate the parameters of the modeil un
maximum focus is reached. % (m) = y(m) + 2n‘kn”'/jo,n * (M) (1)
Non-parametric approaches often start from the ,(y) denotes the common translational motion phase
assumption that range aligned high range resoluttiRR) oo considered range independefit. is the Doppler
profllgs have been generated via some coarse edligyenent frequency of the scatterds and the tern2f, mrepresents
technique [7, 4]. The autofocus step then estimai@ephase- the phase progression of this scatterer over slome t

error caused by the translational motion compeosati . . S
assuming a small angle of rotation over the imagmerval

without assuming a model of the target's motiomcei the and a fixed rotation rat is the constant initial phase of
range alignment process can induce higher ordersrguch . SHon 1S | P
the n-th range bin ando,(m) is the phase contribution by

techniques include Phase gradient autofocus (PGA9] [ X 4 .
(developed for focusing of spotlight SAR) and thimimum- other interfering scatterers from the target, elutir noise.

variance technique [1]. 2.1. PGA and min-variance methods for estimating y(m)
It is clear that model based approaches are ntedsto
cases where the phase error does not fit the nobdskn [2]. To estimate the translational motion compensatimtof

Conversely, non-parametric techniques might novetge in - from g,(m) one has to suppress errors induced by the second,
high clutter or very-low SNR conditions. Ideally d8AR third and fourth terms in Equation (1).

toolbox’ thus has to contain both approaches. The PGA algorithm [6, 2] and the minimum-variance

A common factor between most current 6?lJF()f()(3l;J;ﬁgorithm [1] both proceed to eliminate th& germ, 2mf,m,
techniques is that the range-Doppler image donsaiaduired bv Fouri ina the data to f I
to either suppress unwanted interference (e.g. P@ik- DY TOUrer processing the dala 1o form a senhdboppier

variance) or to measure the quality of the imagai$o(e.g. profiles. These profiles are centre shifted sucht tthe



gr!)%rglzjtbti?]rget in each range bin is demodulateithe zero- A%(m) ~[(s, (Mm-1s,(M),Ag, (1) =0 (5)
In PGA, the effect of interferers are then minirdisga
windowing of the data in the Doppler domain (equivalent
low pass filtering in the slow-time domain). Thengdete
process ensures that the estimated phase respanséec
based on an integrated contribution of scatterges cange.
Wahl [2] argues that the scatterers need not berdorhand )
that non-dominant scatterers still capture somerinétion €stimator as
about the characteristics of the phase error. ~ 1R
After an inverse Fourier transforms, the phaﬁg(m) is Ay(m) _EZr=IA(4 (m) (6)

estimated by first estimating its gradient and th@agrating with the mean taken over range bins yet to be
to obtain an estimate gf(m) as determined. It is clear that this estimator willl ste affected
Y N o by the clutter term\p,(m) , unless somehow suppressed.
y(m) = Z 1=2@m).y(1) =0 () Two separate measures are proposed to suppresffabeof
The calculation of the gradient using the compldke unwanted clutter term.
conjugate reduces the need for phase unwrapping and Firstly, it is proposed (Section 3.2) that the restiion
eliminates the need to estimatg , since it is eliminated by Process in Equation (6) should be carried out aabset of
the phase gradient procedure. ' R selectgd range binwhich will optimally contribute to
After centre-shifting and windowing, the developreh SUPPressing the effect of the clutter. _
the minimum-variance technique by Bhao et al [1ffqrens Secondly, it is proposed (see section 3.3) that the
estimation of the phase-error via local phase-uppira of obtained set of values faky(m) should be filtereceither by

%(m) . They proceed to develop a minimum-variandg'’Ve fitting (making it parametric) or by low/bgyabks
estimator of/(m) . filtering in the time domain (allowing for higherder errors

_ _ to be compensated) or both.
3. Development of the time-domain autofocus approach This filtering could be done after the summatioermthe

From Eq (1) the phase derivative of the response Flznselected range bins to make it computationafigctive.

range bim can be simply calculated as 3.2 Rangebin selection
900 _ gty v 211, +0+
dmr
Analysing each of the terms we see that (a) t
contribution of the initial phase of the range-lgnzero (b)

the phase progression of scattetetbecomes a constant Amplitude variance, by itself, can be affected Ing t
related to its Doppler frequendyand (c) one is left with the scattering mechanism, particularly for highly difenal
derivatives of the clutter/noise contributigh,(m) and the geatierers such as flat plates or long dipoles tften
translation-phase errg{m) . _ _ dominates the return smaller boats like, sailinghys, for
Averaging Equation (3) over N range bins we obtain  gyxample.
W o 2m% — Thus, it is proposed here rather empjoint statistic
“dm y(m) +Wz fi + On(M) (4) based on botphase stabilittandamplitude dominance
_ k=1 _ Since the standard deviation afg (m) should be low
 Now, the first term becomes an estimate of thg 5 dominant scatterer that fit the range-Doppieaging
derivative of the average phase error, since iihdependent model, we can calculate first a statistic which tgem the

of range bim. The second term is an estimate of the DopPIgf4se stability Q(n) , from the standard deviation dfg, (m)
centroid of the object being imaged, based on ph shown in Equation (7)

contributions (i.e. not weighted by amplitude &} al At high SNR, low values oﬁ)(n) should indicate a

It becomes apparent that one can build an eStirmEﬁorstable somewhat dominant scatterer. Converselyldhnost
the required translation motion compensation fabtsed on ' iy

the integral of Equation (4), if you can reduce dfffect of the of the_ phase—varianc_e be due to . noisin) shoulq be
unwanted clutter (third) term. approximately equal in all range bins and thus hhtke

The phase gradient calculation eliminates the rfeed influenpe on range bin_ selection. !_astly, bins tlattain
centre shifting each scatterer in the range-Dopgtemain, have S|gn|_f|cant competing clutter_wnl typlcgllp_nhave low
and produces a desired estimate of the Doppleraidnif the Phase variance unless the clutter is very Po”ﬂf-"k
target scene, which will help to position the finalage at 2 1 M- —\2 V2

g ptop 9 &) = (3 o (m) - B m))

zero-Doppler once compensated.
3.1. Estimating the phase error y(m) Q(n) = —&g(n) + &:(n)

for eachm = 2..M where M is the number of HRR profiles
nd s,(m) is the complex return in the range-time domain.
his estimator of the translation motion phase cemsation
factor based on the phase gradient also has thentatye that
it avoids the need for phase unwrapping
To estimatey(m) we proceed by simply building an

Multiple scatterer algorithms often make use of
() amplitude dominance/variance of a range bin as thadeto
elect the subset of range-bins used in phase estionation.
owever, amplitude dominance alone is not a guasatitat a
particular dominant scatterer adheres to our model.

()

Similar to PGA [7], we can form the phase derivatin

Equation (3) from phase differences, as ! The phase derivative should not be calculatelss (M +1) — Os, (M)
since this will produce phase wrapping errors.




The second step in Equation (7), centres the efioma
its mean, and inverts it, so that small standardatiens will
results in local peaks (rather than local minima).

Next, a second statistic based on the average tahpli
of the range bin, so as to weight more, those kiith a
higher average energjis also formed.

A(n) =] s, (M) ] 7

Finally, the two statistics are combined by muitiation
to form a final equally weighted statisté(n) as

W(n) = AnQ(n) (8)
To select range bins, we find the local maximagh) that
exceed a fixed threshold. The threshold is typjcsdit at 20%
of the maximum o¥(n).

In practice, for ISAR imaging of small sea vessitlbas
been found that the selection approach describedealran
prevent the selection of weaker, clutter only, ergns,
which will otherwise play a significant role in tiphase-error
estimation process. A more optimal weighting betwpbase
stability and amplitude contribution is a topic féurther
study.

3.3. Optionsfor filtering the estimate Aj(im)

To further reduce the effect of unwanted clutteisapit
is proposed that either a low-pass filter or a peatsic fit is
used to smooth the estimate &f(m) . The choice of
technique here will depend on the expected chaistits of
the phase-error term.

Note that it is possible to iterate the algorittgimce, in
each iteration either the model order or filter daitth can
be reduced (similar to PGA) resulting in a bettstineate of
the derivative of the residual phase error. The nitade of

the phase error estimate can be monitored to daterm B

convergence.

4. Simulation Results

Simulation results were produced to highlight soofie
the steps of the proposed algorithm. The simulaisobased
on a stepped FM radar model to produce HRR profdex

Band with 600MHz bandwidth and 10 MHz steps. 20

scatterers with varying amplitudes and positiorssamulated
to form a target with dimensions 5m x 2m x 5m. For
purpose of illustration SNR is set rather high labwt 30dB
(after HRR profiling). In general, the algorithmrfiems well
in worse SNR conditions, as seen in measured data.

The translational motion of the target is simulatede
third order withR,=10km, ¥=5m/s,a= -3m/s and j=-2 m/s.

The jerk term is specifically included to simulatesmall
boat at sea undergoing jerk when hit by an ocearewahe
translational motion in this data is rather sevehmwing the
ability of the algorithm to handle severe phaseorstr
typically not handled by™ order model based approaches.

Figure 1 shows the aligned range profiles aft%r

correlation based range alignment. For this pddiccase an
adapted two pass correlation method is used tooparthe
range alignment.

Figure 2 shows the range-Doppler image obtain%‘%al

without any autofocus, which is unfocused as exqubct

%2 The mean is over M range profiles producing 1 valeierange bin.
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Fig 1. Input range profiles after range alignment.
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Fig 2. Uncompensated range-Doppler image

Figure 3 shows the statistié(n) as an estimate of the
most phase stable scatterers. Also indicated @) aee the
selected bins for inclusion in the phase estimapiatess.

Figure 4 shows the resultant phase function and the
estimation of the phase error with a low order,o0zgroup-
delay low-pass filter.
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Fig 3. Estimated statistic of the phase stabiliyd
selected range bins to use for phase error estimati

sliln)

Although the motion of the simulated target wd$ 3
order it is clear that the phase error is evendrighder. This
is most likely induced by range alignment erroredly, one
should not apply @ order polynomial based autofocus
algorithms to such range aligned input data.

For the first iteration of the proposed algorithmarefore
filter based approach is used to estimate theeplearor.
This filter could be designed automatically by gsalg the
frequency content of the estimated phase erroovect
Figure 5 shows the image after a first step of fagtes.
ysing the phase error at this point revealmalkresidual
low-frequency error. From practical results it heesen seen
that a second iteration of the algorithm with tkisor re-



estimated from a low-order polynomial typically reves the
significant remaining phase error in the data.

Ad(m) (over n selected 'phase stable’ range bins)
<o T Adrim) Estimated with low-pass filter
Adge{m) (would all range hins have been used)

Phase-Difference(rad)

Age(m) Estimated with [ow-pass-filter
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Fig 4. Phase error estimated (red) on first iteratising
a low-pass filter. In green the effect of not haviohosen any
stable scatterers can be seBor clarity, the green plot is
offset artificially by «.

-40

-20 0
Doppler (Hz)

Fig 5. Autofocused image after first iteration.dw-pass
filter was used to estimate error.
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addition to the ISAR specialists’ toolbox. In padiar, it is
believed that efficient implementations of thisalithm can
be made, since it does not require several stepsdfbased
iterations. Future work should analyse the techmign more
data (possibly also spot-SAR) and research optimaals of
choosing the filter bandwidth and scatterer sadecstatistics.
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Fig 6. ISAR image of small yacht; (left) Unfocus€hiddle)
focused using proposed algorithm, (right) focussidgiDSA.

T=unfocused

Z=proposed
J=dsa
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Fig 7. Image contrast comparison of proposed teghmi
unfocused data and DSA.
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This second iteration is akin to that of PGA, whergcknowledgements

window size is decreased to control the filter baid¢h. In
the time domain approach a filter with a lower baiuth can
also be realised via a curve fit, resulting in adelobased
estimate rather than a filter.

4. Results on measured data

Figure 6 shows an ISAR
measurements of a small sailing yacht. The datacapsired
as part of a trial by CSIR in October 2010. Thegmasing
the proposed technique (middle) clearly has a sfamps on
the deck level scatterers, whilst the mast is soma¢wlurred
when compared with a dominant scatterer algoritBr84).
As with the simulated data, it is evident that thd@ofocus
technique is effective on measured data. A furtio@nparison
is shown in Figure 7, where a plot is made of tmage
contrast, as a measure of focus, of a series ofjemaaken
from this dataset. In this particular case, theppsed
algorithm outperforms DSA in about 70% of the cases

In the other 30%, DSA probably focuses a scattiratr
better approximates the high frequency phase eriidiese
scatterers will not be focused by the proposedniecie due
to the low-pass filtering on the phase derivativiee issue of
adaptive design of this filter clearly requiresuitg research.

5. Conclusions

The authors would like to acknowledge the CSIR AMate
project that has supported the ISAR research effothe CSIR, as

well as the many people involved in obtaining tla¢adets used to

produce insights and results in the field of ISAR.
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