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Abstract—This paper describes the application of simulation simulation models, in conjunction with field trials, to pietd
in the development of aircraft self-protection countermeaures gnd verify countermeasure effectiveness. When analys$iag t

against infrared missiles. The integrated approach followed here simulation predictions, one key question persists: “What-c
consists of repeated cycles of materitlcharacterisation, analysis fid I h . i(h imulati dit I.t i

and modelling, design synthesis, .S(.)|.Uti0It] implementatiorand l:aence can a\{e _'n e_ Simula 'On_ an _' S reS_u St .
deployment. Results from the activities in this workflow are  The bounds within which a practical simulation system is

used to support the estimation of confidence in the simulatio valid, are determined by the quality of information of the
tools. The well _known Qualification, yerification a_md VaIidaIio_n materiel, the applicability and completeness of the comput
(QVV) model is extended by adding the notion of quality mo4els and accuracy of scenario description. Within these
of scenario information to the physical characterisation, the he simulati i ith ina | Is of
conceptual modelling and the computer modelling of system bounds,t e S'mu at_lon C_an be_ app 'ed_ wit Varylng evels o
elements. It is shown that a simulation with high confidence conﬂdence_. Estimating SlmU|§t'0n confidence requiresfahre
requires extensive validation testing. Some measure of chdence consideration of the underlying real world phenomena, the
can be achieved by ensuring that the conceptual and computer conceptual models of the phenomena, the computer models
models support extrapolation between fewer validated ‘ifinds’. g4 the scenario descriptions used in the simulation

To express simulation confidence, a ‘potential field’ is propsed; - . - g j

the value of this potential is determined by the degree to with ;—_hls paper provides an 0verV|eW Offthls .ﬂeldl O.f resear;:_g and
the QVV requirements are met. The results from an infrared @ dISCUSSION on a new perspective for simulation confidence

simulation model is used to demonstrate this principle. assessment.

Index Terms—infrared, electronic warfare, image simulation, Il. INTEGRATED APPROACH TOELECTRONIC WARFARE
infrared missile, scene modelling, weapon evaluation, qliéica- )

tion, verification, validation The CSIR approach to aircraft self-protection is depicted
in Fig. 1 and 2. Simulation plays a very important role in
this process, in that it provides a sandbox environment to
support solution development. The materiel charactévisat
During the Vietnam war the first Soviet made SA-7Rctivity provides inputs for modelling. The charactedstare
(Strela-2M) man portable air defence (ManPAD) missilesevegnalysed with the objective to build conceptual and compute
deployed [1]. Since that time, missile technology evolveghodels. The completed models are then used to synthesise (or
to employ sophisticated two-colour seekers, some even WiBtimise) a solution, through repeated design and tegtitite
imaging sensors. The proliferation of these ManPAD shauldgimylation environmenOnce the designs are implemented in

launched missiles poses a serious threat to military anlietiv. - material form, these are deployed for evaluation and opera-
aircraft. As many as 150 000 of these missiles are available §yna| use.

the black market [2]. Several attacks on civilian and nmjita

aircraft have been recorded in recent times [3]. Riysicallenvionmert
To counter the infrared missile threat, a variety of coun-

termeasures are used, including flares and directed infrarg Simulation environment

(laser) countermeasures (DIRCM). These countermeasur

must match the complexity of the missile threat. As compyexi

of both the missile and the countermeasures increase,

I. INTRODUCTION

becomes progressively more difficult to verify the effeetiess
of the countermeasure. The approach described here is to U
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The word ‘materiel’ refers to the equipment and supplies ilitany and A ey factor in this process is the re-evaluation and contin-

commercial supply chain management domains. ual improvement of solutions. As shown in Fig. 2, the work

Fig. 1. Design synthesis and evaluation flow
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The characterisation of own aircraft and countermeasures
requires access to the materiel for measurement under {some
what) controlled conditions. Trials are typically exealiten
an instrumented test range where the spatial location of all
objects can be measured. The infrared signature (imaging

and spectral) is measured, concurrently with object pmsiti
range and aspect angle. A typical characterisation progi@m
requires a large number of test events, at different akiud

Implementation and speeds.
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B. Analysis and Modelling

The characterisation results are used to construct camalept
models, using the measured information to identify, build
and scale the models, through a process called ‘analysis and
modelling’. These conceptual models can be physical con-
stants, mathematical formulations, algorithms, lookgets or
Fémilar. Conceptual models can be quite complex and bugldin
uch models requires considerable operational domain and
chnical know-how.

The mechanical properties, electro-mechanical progertie

Fig. 2. Continual evaluation cycle

flows in a never-ending cycle — never-ending since the
is a continual evolution in the threat and in own materie},
Hence, the deployment of a solution immediately providég
the opportunity, nay, th@ecessityfor re-evaluation and the
process repeats. This repeated cycle provides a growing b
of information and experience, directly contributing toeth
confidence in simulation models.

IIl. AIRCRAFT SELF-PROTECTIONSOLUTION SYNTHESIS

A. Characterisation
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d tracking, guidance and flight control algorithms and
ehaviour of dynamic systems are implemented in the form
of control system models. These models, when implemented
in Laplace or state-space formulations, can become quite
complex for a missile or an aircraft. An example of a very
simple flare dynamics model is shown in Fig. 3. Current
dynamics system simulation packages are reliable and well
tested; the accuracy of the user model designs implemented
In order to solve the problem of missile threats to owh the simulation packages must, however, be qualified and
aircraft it is necessary to understand the complete domajgyified.
Understanding begins with characterisation. Characitois
guantifies the domain parameters by one of many tech<
nigues: measurement during experimentation, CO-Op@ratiQrubuenceeocy veix vebxw [ 1] acoxw
with foreign intelligence organisations, research fromemp e s i o o
literature, or first principle physics. turbulence eddes mass
Missile threat and own aircraft parameters are considered™**" e e
highly sensitive by the military. It is unlikely that eithéne
missile or aircraft supplier will divulge materiel design o
detailed performance parameters.
Missile exploitation is the activity where a missile is .
‘opened up’, inspected and experimentally characterised iggéu’??fe"si’:;T?iey,Z?;’n‘oaiﬁ,Zs O esnox
an attempt to quantify the missile parameters. Earlier gene s O — A
tion missiles are ‘white-boX circuit traced and mechanically n xg e
characterised. Modern, digital missiles require a ‘blaok:3 e
approach where sets of input vectors are imposed on the-blagl 3. countermeasure flare dynamics model
box and the resultant reaction is observed. Theoretidddgk-
box characterisation requires an infinitely large set ofuinp
vectors, but in practice this is impractical; only limiteetsof ~ Infrared measured data are used to assemble a structured
input vectors are used. data set comprising the geometrical distribution of teraper
Missile exploitation requires the characterisation of a-muure, reflectance and emissivity of object elements (e.geisa
titude of parameters, including optical parameters, signa  Polygons or three-dimensional voxels). From this striedur
cessing (guidance, tracking and countermeasure) algusjth dat@ set, the signature at any view angle can be computed.
mechanical properties and parameters, servo parametsi, mAn infrared §tructured data set can be quite detailed for a
parameters, and aerodynamics parameters. This proces§OfgPrehensive model. _ _
expensive and time consuming. A cqnceptual model must |mplemer)t an object’s _real-world
behaviour acceptably. When reviewing the quality of the
conceptual models to represent their corresponding reddw
objects, the models agualified meaning: “Determination of

2White-box means that we can know the inside of a unit or box.
3Black-box means that we have no information on the inside ofia



adequacy of the conceptual model to provide an acceptallecoys (not commonly used), spectrally adapted pyrotechni
level of agreement for the domain of intended applicatiorsr pyrophoric flares and low power lasers. Pyrotechnic flares
[4], [5]. In other words, does the conceptual model refleaire still the mainstay of current threat countermeasuréhb, w
reality? pyrophoric flares and directed infrared (laser) countesuess

Once the conceptual models have been qualified, thédEBBRCM) relative newcomers.
models are implemented in appropriate software codes. Eacfihe effectiveness of a proposed decoy must be evaluated
software model code must correctly implement its concdptyarior to full scale production. Ideally, the effectivenestsuld
model; this must be verified. When reviewing the quality & thbe evaluated prior to any materiel development. A validated
computer models, for correct implementation of the conealpt simulation can be used to evaluate the effectiveness of a
models, the models anerified meaning: “Substantiation thatproposed solution in an easy and cost-effective manneigbes
a computerised model represents a conceptual model witklmanges merely require changes to a software model or param-
the specified limits of accuracy” [4], [5]. In other words, isster. Repeated simulation runs can then be used to optimise
the conceptual model correctly implemented? the proposed solution.

The challenge is to find a solution that will be effective
against any type of missile. When considering a flare-based
solution, one approach is to dispense a ‘cocktail’ of flares o
different types, and with a special time sequencing between
the flares. The specification of this cocktail must be optuis
by careful design and evaluation. When considering a DIRCM,
the design parameters for the DIRCM, as well as the jamming
codes, must be obtained by a similar process.

The approach taken by the CSIR is to implement the
proposed solution in a software model with the freedom to
easily change the design parameters. Extensive Monte Carlo
evaluation is then used to test the effectiveness of a péatic
design, and then optimising it further.

D. Implementation

After design and optimisation the solution can be imple-
mented in hardware: flares can be manufactured to meet the
required operational specifications, a DIRCM can be manu-
factured or the jamming codes can be entered into an existing
DIRCM. After this step the materiel is ready for field trial
under operational deployment conditions.

Fig. 4. Helicopter geometrical model and simulated themawg (image
values highly compressed)

E. Deployment

The various computer models are combined into a IargerThe proposed countermeasure is deployed for evaluation

simulation environment that allows the computation of thdnder real-world conditions; as close to the final deploymen
behaviour of the full system. At this level, it is required S POssible. From the set of all possible deployments, 22subs
consider the overall quality of the computer model for itls selected_ fqr field trial eyaluatlon. Clearly, is it not esab
(final) intended application. The models as implemented fire real missiles "_"t own alrc_raft!_ .

code arevalidated meaning “Substantiation that a comput- The purpose with these trials is to de_termme if the system
erised model within its domain of applicability possesses 2ghaves as expected for the selected trials. On the assumpti
satisfactory range of accuracy consistent with the intendf'at the simulation models are validated, and the seleeed s

application of the model” [4], [5]. In other words, does thof field trial test points were successful, it is reasonable t
simulation model reflect realiiy’> ’ expect the solution to be valid over all deployment scersario

IV. SIMULATION MODEL VALIDATION

The model generally used for verification and validation, as

The solution to the infrared missile threat can take marigrmally defined by the Society for Modelling and Simulation
forms, ranging from hard-kill to soft-kill. Hard-kill opdins International (SCS) [4] and expanded by [5], [6], recogsise
include kinetic projectiles or strong laser beams thatrdgst three distinct elements of the item under investigation: (1
the missile seeker. Hard-kill options are not considere@.hethe physical reality, (2) the conceptual model and (3) the
Soft-kill options attempt to decoy or confuse the missiteas simulation implementation. Fig. 5 shows the relationships
not to hit the aircraft. Soft-kill options include intensaghing between the three elements. The very important definitions
lamps (effective only against older missiles), high intgns for qualification, verification and validation (QVV) is gimen
pyrotechnic flares (effective only against older missjlés)ed Section 111-B.

C. Synthesis



The definitions given in [4] imply that the computer model Reality /

. K Problem
consists of both data and executable code. The model dis- Entity
cussed in [5] sensitises the role and value of data by stress- E N
ing data validity throughout the process. Extending the SCS
def_|n_|t|on, [7] adds a new element, that of the accuracy and | Vaiidation / Chgraalfzggltls::on Model Qualitcation /
validity of computer model setup, referred to as the ‘sci@enar  Operational Validity Analvsis Conceptual Model
description quality’ here. While the extension may be small ' Scenario  and Valigity

. . . . . Simulationand  poc istion  Modellin
a new awareness for set-up and calibration of a simulation is Experimentation Quaﬁty N
established. Knepell [6] points out that the process by Wwhic
the model is created must also be considered in the QVV Set-up & Model Reality
analysis. ’_.-' }alibration Calibratigr
Extending on [4] and [7], the scenario description quality

. . . . . Computerized Computer Programmlnq Conceptual
is now applied to all three processes: (1) quality of scenari Model ~7and Implementation Model
understanding during characterisation, (2) quality ofcam
tual model across all scenarios (extendability beyond oveals \ /
mputs_) _and 3) q_uahty_of comput_er model bm!dmg and data (Computerized)
describing the simulation scenario set-up. It is importiant Model Verification

trace the validity of transfer between the three models, but _ - o _
just as important fo ensure the scenario description gualf &, SXende versonof e verfcaton s vicatonerss, coverno
when constructing these models. of the model. [4], [5].

When performing missile exploitation or infrared mea-
surements, it is important that the data gathered must be
‘true’, calibrated and correctly interpreted. When builglithe
conceptual model, the model should reflect physical reabty
closely as possible, even when extrapolated beyond mehsure
data sets. The computer model must be set up correctly
against calibrated input scenarios; and the scenarios beust
understood and set up correctly.

Verification and validation of simulation models are not
easy; Oreskes even deems this impossible [8]. Most would
agree that validation and verification become increasingly
difficult with increasing dimensionality of the problem sga
Verification and validation are generally done by a combina-
tion of objective (statistical or mathematical procedasd
subjective evaluations. A number of tests are describe8]in [
[9], [10]. Techniques for validation and verification of iafed
models are described in [11].

The QVV model departs from the perspective that the
validity is not known and must be determined. Knepell [6|]:|g 6. Simulation verification and validation applicatianalysis
points out that there normally arknown minor or major
problem areas. In such areas it is already determined tkat th
simulation carries risk. For the purpose of this paper, bothFully qualified, verified and validated models can only be
minor and major problems are considered together as one sg@plied over the domain subset In the strictest sense, the

simulation models and hence the results are only valichfor
V. SIMULATION FITNESS FORUSE For most real-world systems; is relatively small compared

The availability of a computer model in a simulation doet® O. To what extent is it possible to use the simulation in
not automatically declare it fit for use. The simulation cage (o’ N O)?
of the intended operational domain can be depicted as showi®ne way to achievén’ NO) — () is to characterise, qualify,
in Fig. 6 and Table | in mathematical set notation. The@et verify and validate over all 00; (C — O, Q@ — O, £ — O,
denotes the full operational (real-world) application ¢gom A — O and Z — (), but this is expensive and not really
of the system. The sdC denotes the subset of the domaigpractical.
that has been characterised. The Qetlenotes the subset of It is unwise to use the simulation models where these have
the domain where the models have been qualified. Th& sehot been verified© N £’), since the quality of the computer
denotes the subset of the domain where the models have beemlels is not determined. S@& N Z’) is regarded as the
verified. The setd denotes the subset of the domain whereuter limit of applicability. However, as shown in Fig. 7eth
the models have been validated. The Setlenotes the subsetsimulation is only validated in small islands (darker calau
of the domain where the models have known minor or majtite figure). In order to use the simulation (6 N 2’ N A’),
problems. the matter of extrapolation arises. If the modelsé&ncan




TABLE |
SIMULATION DOMAIN COVERAGE

Set | Description Definition Applicability Field potential
« | Fully validated Cnaoné&EnNnANZ) High confidence Very high

B | Not qualified, validated, verified CcnNa@ NENANZ) High confidence High

x | Qualified, verified, not validated CnN@nENA Nz Good confidence Medium high
1) Not qualified, not validated, verified CNQ UA' NENZ") | Acceptable if good modell Medium

€ Not characterised, not validated, verified C'nANENZ) Acceptable if good model Medium

¢ | Not qualified, validated, not verified (QNE&NANZ) Risky, not verified Low

~ | Qualified, not verified, not validated (QN&ENA NZ Risky, not verified Low

n Characterised, not qualified, not verified, not validatedC N @' Nn&" N A’ N Z’) | Questionable, don't use | Very low

v Outside domain, verified (O'nNéENA NZ) Irrelevant Zero

© | In domain, not verified, not validated on&nA Nz Risky, not verified Low

Z | Known problems area (2) Problem area, don't use | Negative

introduce risk and force only small islands of validatiorthw
poor extrapolation in-between.

Modelling the effect of chaotic processes, e.g. turbulent
air flow or the emergent behaviour of a complex system
presents a particularly tough challenge. Such models ajlpic
include stochastic elements with behaviour that approtéma
the real-world process in probabilistic terms. The matter o
extrapolation then requires consistency in random belavio

In any modelling process, there is always the risk that an
important real-world phenomenon that will affect extragimn
is not recognised, characterised and modelled. This cigdle
remains.

The first criterion for validity of extrapolation is already
hidden in the formulation above: extrapolation is at leadidv
over Q, since the conceptual model is qualified and verified
(just not validated). The model might be valid beyo@das
well, but not provably so from the information i@.

It is reasonable to consider the application domain of a
imulation in the form of a potential field. This field has its
ighest values in the validated regiaAspossibly dropping to

Fig. 7. Verified and partly validated potential field

be extrapolated beyond, then the simulation can be usecﬁ

beyondA, at least as far as the validity of the extrapolatlonthe limits of qualificationQ and dropping off further towards

The validity of extrapolation depends_ on thg type of CONhe boundary of, beyond which it is zero. The potential field
ceptual model employed. If the model is physics based (ehqknown problem areag&, will be low, zero or even negative!

Newton's second law) or can perform its function accordmg Lrhe potential field can also be considered as an ‘envelope of

a mathematical formulation (e.g. a validly executable Bapl certainty’ where the certainty is highest in the validategions

transfer fupction) then it may be ex.trapolated.— at- Iea% dropping to lower certainty towards the boundary&obr
as far as it has been verified. The important issue is thoa{}er problem area€.

valid extrapolation must be demonstrated. If the model is an , . . . )
It is well nigh impossible to actually calculate the confi-

mpirical look le, its ran f is limi h n . ! :
empirical lookup table, its range of use is limited to thega dence of a simulation as a single number; other formats may be

of the table, with little or no valid extrapolation. more effective (e.g. see [11]). It is however possible tovite
Non-linearity in real-world processes increases the risk 0 -9: ' P

erroneous modelling. A complicatédon-linear problem can guidelines for improving the confidence. Given the model of

be partially addressed by increasing the level of detail ,tﬂe potential field, it follows that the best way to achievgrhi

models and by modelling the lower level non-linearity i otential for validity overO is to (1) have an even distribution

mathematical terms. Level of detail has to be to down gmﬁJSI?gjeﬁscﬁfﬁ e(lli(ajaf)?e”{e;?z\i/eglg?iocrzlg(;?\ivg;:]n;gﬁé?
the level where the models can be validated. If modelled at ploy P

sufficiently low level, such models can be extrapolated. and (3) test for model extrapolation quality betweénslands.

Some processes, e.g. complex decision-making in humankiow are the “critical points” identified where validation is
or digital processes, contain some measure of unpredityabiperformed? Several criteria can _be employed: (1). scenarios
(sometimes referred to as ‘non-linear’ behaviour). These Sof most probable use, (2) scenarios of expected divergent or

unstable behaviour, (3) scenarios with safety or cost drive

tems remain very difficult to model, validate and extrapalat, licati 4 i  risk as identified b hi
Simplifications have to be made, but such simplificatiodg]p'Cat'ons’ (4) scenarios of risk as identified by exhavest

4A complicated problem is defined as a problem with many icterg 5A complex system is a system comprising interacting elemenhere
sub-elements, such that the higher level behaviour can ddiged from the the behaviour of the system cannot be predicted from thevimiraof the
behaviour of the sub-elements. individual elements.



Monte Carlo simulation and (5) scenarios identified by stake

holders. In the final analysis, the selection of scenariost e

tempered by non-technical considerations such as préttica

and cost of execution.

A islands is expensive, model extrapolation becomes

. . i . ) Experimentation
Since the extensive testing required to characterise manyand Validation

an

important means to improve confidence in the simulation.
Extrapolation is most accurate when conceptual and compute

models reflect the underlying physics of the real world pssce

V1. SIMULATION CONFIDENCEASSESSMENT
In [11] the validation of infrared models were discussed.

was proposed that the area inside a ‘radar plot’ can be used

It

as a simple graphical means to portray simulation confidence

as shown in Fig. 8.
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Fig. 8. Simulation confidence radar plot (arbitrary scale)] [

The approach in [11] failed to provide norms, hence sub-

Information about Reality

Analysis
and Modelling

Conceptual
Model

Coding and Verification

Fig. 9. Simulation confidence scaled to validation and \e&ifon criteria

design, supporting the ability to extrapolate, the numbfer o
validity test points can be minimised.

Simulation remains a key element, in conjunction with field
trials, to evaluate countermeasure effectiveness. Thdi-con
dence in such a simulation can be determined in objective
terms by employing a QVV normative measure.
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(1]
(2]

jectivity can affect confidence assessment. It is proposed

here that the ‘potential field’” described above be used as

norm. In this objective norm, a fully validated model scores

the maximum value of 1. Lesser potentials scores betwedfi
0 and 1, depending on the potential. An example of such
normative assessment is shown in Fig. 9. The QVV criterigs

norm provides a relatively easily testable and objectivamse
to assess simulation confidence.

. L . [6
The continual cycle of characterisation and evaluatlor[1

shown in Fig. 2 provides an opportunity to improve the gyalit [7]

of the models and hence the confidence of the simulation.

VIl. CONCLUSION

The development of missile countermeasure systems
quires careful evaluation of countermeasure effectiveaesl
aircraft safety. Modern missile systems require complaxeo

(8l

=

termeasure responses that can only be cost-effectively-evauo]

ated and optimised in simulation systems.
The applicability of a simulation system was shown to ha

V€1

high confidence only in subsets of the application domain
where the simulation was validated against real-world acen

rios. Such scenarios are expensive or unsafe to evaluate in

t

case of missile threats. It was shown that with careful model
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