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ABSTRACT

Recovering geodetic parameters such as tropospbet&y and geodetic site positions and monitorimgjrt
variations in time has important applications fardying the processes of the dynamic Earth. Geogbetsition

time series exhibit non-linear motions that areoeisded with seasonal signals caused by loadingcestf and
seismic deformation processes such as earthqutkeBhés implies that the fluctuations in the statcoordinates
and tropospheric parameters could be synchronigzeduse they are driven by common underlying presesa

the analysis of space geodetic measurements, gpadetic solutions are often co-assessed in ooddetermine
geophysical signals present in both parameters.m&i@ objective of the current analysis is to deiee the

linkage between temporal structure of the zenitipdspheric delay and the geodetic station heightdinates
fluctuations in the time-frequency-energy spacee Témporal structures of the combined solutionhef zenith

tropospheric wet delay (ZWD) and the geodetic atahieight at the Hartebeesthoek geodetic stati@ntiRAO)

have been studied. The oscillation patterns inetlyEophysical signals have been analysed by usegdise-
assisted data analysis (NADA) methodology knowreasemble empirical mode decomposition (EEMD). T
instantaneous phase differences among the assbomides of the intrinsic mode functions (IMFs) hdezn

computed and used to assess the degree of syrsditionibetween the two series. Our results shotthikeaZ\WD

and the HartRAO geodetic station height show maldasare temporally correlated and some of the ites

exhibit temporal structures that can be associatttdboth local and global forcing mechanisms.
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INTRODUCTION Laser Ranging (SLR), Doppler Orbitography and
Radiopositioning Integrated by Satellite (DORISE ar
The use of geodetic observations to study processes  influenced by 1) the type of geodetic technique, 2)
shape the Earth system science finds justificatiothe geodetic analysis strategy and solution relatelpros
kind of information about the dynamic Earth inherizn and 3) real geophysical signals. Inter-techniqusyasis
geophysical signals derived from the geodetic Strategy is often used to remove technique depénden
observations. For instance, deformation of theamerbf and systematic biases. Additionally, analyses of

Earth has been detected in Global Navigation $mtell ~ 9eodetic observations from co-located techniques ar
System (GNSS) data (e.g., Domgal., 2002) and in also used to identify discrepancies between tectesiq
Very Long Baseline Interferometry (VLBI) analysis and optimise the different strengths of each teghmi

(e.g., van Dam and Herring, 1994; Petrov and Boy, (Krugeletal.,2007).
2004). Due to various aspects such as nonlineaonsot

of the Earth and atmosphere and the systematic Geodetic position time series show evidence of
differences in the observations, geodetic datardsco  nonlinear motions that are associated with sigedls
exhibit nonlinear and nonstationary properties. In varying time scales caused by e.g. loading effemts,
addition, the solution of the datum and atmospheric seismic deformation processes such as earthquakes.
parameters and site positions derived from various Mendes et al., (2005) investigated station cootdma
space geodetic techniques such GNSS, VLBI, Satellit and baseline lengths of some Asian geodetic gite ti
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series and recovered up to 9 mm amplitudes of sahso
components in the height components. Additionally,
Dodsonet al., (1995) analysed and found a significant
correlation (0.91) between the variability of theetw
delay measured using the water vapour radiometer
(WVR) at Onsala site and the absolute value of the
residual error in the height based on a 134 kmlinase
from Onsala to Jonkoping. The results reported in
Dodson et al., (1995) suggests that atmospheric
variability as inferred from space geodetic datdudes
information of the accuracy of the geodetic site
positions. This implies that the fluctuations ineth
station coordinates and tropospheric parametersd cou
be synchronised because they are driven by common
underlying processes. In the analysis of spaceag®od
measurements, space geodetic solutions are often co

assessed in order to determine and characterise the

nature of the underlying geophysical signals matefe
in the variability of the geodetic parameters (Kalig
al., 2007).

In this contribution, the noise-assisted data aisly
(NADA) methodology called the Ensemble Empirical

Mode Decomposition (EEMD) described Zhaohua

and Huang, (2009 used to extract the intrinsic
properties of the combined solution of geodetic
tropospheric ZWD and geodetic station coordinates
measured at HartRAO - South Africa over six years
between 2000 and 2005. The methodology used to
compute the combined solution of the ZWD derived
from VLBI observations is described in Heinkelmaan

al., (2007). The EEMD is an improvement to the
Empirical Mode Decomposition (EMD) and Hilbert-
Huang Transform methodology described in Huanhg
al., (1998). In the present paper, we only focus on
assessing degree of synchronization by use of phase
differences of the instantaneous frequencies ofiifes

of the tropospheric ZWD and geodetic station
coordinates. The correlation strategy employed here
involves the linkage of instantaneous phase diffieze
among the associated ZWD and geodetic height IMF
modes derived from the EEMD with a set threshold
value. In particular, the amplitude level of thesfilMF
mode is taken as the reference amplitude of theynoi
IMFs in the data.

The EMD and HHT is a new cutting-edge methodology
that is widely used in many scientific fields suabk
natural (Salisbury and Wimbush, 2002, Shenakt
2005) and engineering sciences (Huagal., 2005).
For instance, Salisbury and Wimbush (2002), used
Southern Oscillation Index (SOI) data, applied kHi¢T
technique to determine whether the SOl data are
sufficiently noise free that useful predictions cha
made and whether future El Nino southern oscilhatio
(ENSO) events can be predicted from SOI. More
recently, Pegramet al.,, (2008) suggested an
improvement to the original EMD algorithm using
rational splines and the flexible treatment of &l
conditions and applied it to the rainfall time ssti
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In the application of the HHT to tropospheric zanitet
delay and geodetic station analysis, the intrimamde
functions and their Hilbert transform can be uszdl)
represent the frequency/wavelength content of the
parameters; 2) filter the data in the temporal danma
preparation for secondary analyses such as caomlat
analyses of ZWD and geodetic station height, and 3)
compare ZWD derived from different geodetic
techniques and assess their similarities by peif@m
simultaneous temporal analyses. In addition, tred gb

the analysis would be to isolate and extract megnin
geophysical signals in the data so as to aid inribésg

the underlying physics/phenomena of the tropospheri
data.

METHOD AND RESULTS

The geodetic data under consideration is often umeds

at different spatial-temporal scales. The geodetord
analysed in the present contribution were basedabe
measurements covering a period of six years between
2000 and 2005. The ZWD and geodetic height
considered in the analysis are plotted in Figurd@Hte
plotted ZWD and local coordinate system (East-North
Up: ENU) have a mean of zero. The local ENU
coordinates were transformed to the geodetic ladgit
latitude and height. The geodetic height coordinate
considered here because it is the most sensitive
component to some physical processes such as ¢padin
of the crust by the atmosphere, oceans and susMaiss
(Dong et al., 2002; Trogoning and van Dam, 2005).
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Figure 1. ZWD and local coordinate (NEU) system at
HartRAO.
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The EEMD methodology used in the present analysis,
finite, non-infinitesimal ratio of the standard cion

of the added noise and that of ensemble of 35%asd u

to force the ensemble data to exhaust all possible
solutions in the sifting process, thus requiring th
different scale signals to collate in the properimsic
mode functions (IMF) dictated by the dyadic filter
banks (Zhaohua and Huang, 2009). The effect of the
added white noise is to present a uniform reference
frame in the time-frequency and time-scale spabtés T
implies that the added noise provides a naturateate
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for the signals of comparable scale to collate me o
IMF. With this ensemble mean, the scale can belglea
and naturally separated without any a pr&ubjective
criterion selection, such as in the intermittenest for
the original EMD algorithm. This new approach fully
utilizes the statistical characteristics of whitgise to
perturb the data in its true solution neighbourhcaul
then cancel itself out through the ensemble avetpgi
(Zhaohua and Huang, 2009).

Herein, the i™ geodetic data time series (ZWD and
geodetic height) can be modelled by equation (1);

t —wyt t
Yo=Y +g (1)
In equation (1), th&! is white noise external component

that decreases the signal-to-noise ratio in thelejgo
ZWD and station height series. This external corapbn
serves to provide the uniform reference scale lidefu
signal extraction from the data during EEMD. In
general, the EEMD algorithm can be stated as falow

1. add white noise to the datX{),

2. decompose the data with addadl into the IMFs,

3. repeat (1) and (2) several times each time adding
different &f ,

4. as a final result, obtain the means of the
corresponding decomposed IMFs.

As stated earlier, the amplitude level of IME taken as
the reference amplitude of the noisy IMFs in th&ada
The assumption taken here is that, the first IMRHw
highest frequency) is corrupted with noise. Themefo
the criterion of selecting meaning empirical IMFs i
based on the proportion of the amplitude of tatytt

to the reference amplitude. Herein, the amplituidéhe
selected amplitude ought to be about 25% of the
maximum amplitude of the reference IMF. The ratlena
behind this criterion is derived from the relatibips
between amplitude of the IMF and the total enerfiy o
the IMF: the square of the amplitude is the eqeinato
the energy of the IMF. As a result, the criteriosed
here utilizes only significant oscillating IMFs.

The phase differences between the selected IMieteri
from ZWD and geodetic height are calculated in prde
to evaluate the degree of linkage between therdifte
modes of the respective IMFs. Using the Hilbert
transform, the local frequencies of each IMF moale c
be computed using the method described in Huang,
al., (1998) and further re-defined in Zhaohua and
Huang, (2009). In this work, we concentrate on the
projection of the phase shift defined by equati®)y (

@ =0 e(emé“vj ) )

whereA&' =|6}‘—6’j‘|. In order to determine the

closeness of the modes, a global indicator of the
constant phase shift between ZWD and geodetic tieigh
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the variance ofto(:)is computed. The constraint used
to detect pairs of modes with constant phase shtfiis
contribution is that dvar[w(:)] < 0.3% In this case,
IMFs  with var[w(:)] > 0.3%have different local
frequencies and therefore have weak or no coroglati

The computed ZWD and geodetic station height
IMFs are plotted in
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Figure 3 respectively. The original IMFs (from
short to long periods) are plotted from top to
bottom. During the decomposition stage, eight
IMFs were derived. The decomposition of ZWD
and geodetic station height separated modes
from those with local high frequencies to ones

with low local frequencies. IMFg 7 g derived
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from the ZWD in
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Figure 2 were combined in order to determine the
nonlinear trend in the data. IMi are the most highly
fluctuating modes and could be associated to pseses
with fluctuations corresponding to diurnal to mdwth
time scales and are mostly sensitive to the noise.
Processes such as local weather systems e.g., the
passage of cold fronts and wind are likely to cahge
fluctuating mode. In addition, seasonal fluctuasion
dominate IMR. This mode could be representative of
the regional circulation systems such as the IT®VE,
depicts a clear annual signature. This mode coeld b
driven by processes that are global such as thedENS
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Figure 2. IMFs computed from combined ZWD. The
bottom panel represents the nonlinear trend

component in ZWD
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Figure 3. IMFsderived from geodetic station height.

The observed low frequency IMFs in
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Figure3 could be associated to the
fluctuations that are driven by common
underlying physical processes, while the
high-frequency IMFs could be attributed to
noise in the data and to external forcings.

As depicted in
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Figure 3, the local periods are not constant
but for each fixed IMFs, they are
constrained within different ranges.
Overall, the modes of oscillation in the

geodetic station height show highly
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frequency oscillations. The geodetic height
IMFs plotted in
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Figure 3 exhibit oscillation patterns with char aistigc
periods; annual (IMFFmode), seasonal (IMFmode),
monthly (IMF, mode) and diurnal (IME mode)
components. IME 7, scorresponds to the nonlinear trend
which exhibits both fluctuating decreasing trend.
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Figure 4. Instantaneous frequency corresponding of
the selected ZWD IMFs.
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Figure 5. Instantaneous frequencies corresponding
to the selected geodetic height IMFs.
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Since not all the IMFs extracted from ZWD and
geodetic heights are physically significant, thiéeda
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outlined earlier was used to select instantaneous
frequencies for computing the phase shifts. Baseiti®

set threshold of 0.33, instantaneous frequencies
corresponding to IMEand IMF, , 3 4 5 smodes from
ZWD and geodetic height respectively were consilere
for calculating the phase shift. Figure 4 and FégGr
depicts the local frequencies of the IMFs seleaed
used to derive the variance matrix that is used to
evaluate the degree of synchronization between ZWD
and geodetic height fluctuations. As can be obskrve
only the instantaneous frequencies (unit: cycles pe
fraction of a year) of the IMFmode of the ZWD was
selected. As illustrated in Figure 4, the instaatars
frequency is dominated by an inter-annual and adnnua
temporal structure. The amplitude of this frequency
tends to the maximum during summer months. This
behaviour could be attributed to high moisture flux
density experienced by the Highveld climatic coiodis

of South Africa during summer months. The ampligide
corresponding to the geodetic height vary betweén 0
and 0.5. The instantaneous frequencies of 1|MF;
modes show seasonal and inter-annual variabilityewh
the frequencies for IMlgs modes show annual
signature. This implies that the IMFs modes derived
from geodetic station height characterise the sedso
inter-annual and annual periodicity of the underdyi
processes. From the variance matrix, six pairs ades

of IMFs were considered to be exhibit lasting pesiof
synchronization with fluctuating phase coinciderase
depicted in
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Figure 6.
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Figure 6. Phase shift of ZWD and geodetic station
height of the selected IMFs modes.

It can be observed that, in most of the IMFs casiple
selected with synchronization, the phase coincigenc
fluctuates between 1 and -1 over the entire tim&ége
of the data. The correlations by pairs indicate tha
common fluctuations in ZWD and mean geodetic height
could be associated to both local and non-local

Botai et al., (2009)

HartRAO and the geodetic station height have a time
dependent phase coincident and therefore are doyen
strongly nonlinear stochastic processes that acal lo
and non-local forces that are triggered by stoahast
resonance-like process.
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