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Abstract

Ttis paper presents a fiducial-based approach to monitoring the
movement of breakwater armour units in a model hall environ-
ment. Target symbols with known dimensions are attached to
the physical models, allowing the recovery of three-dimensional
pasitional information using only a single camera. The before-
change and afte ~change fiducial positions are matched opti-
mally. allowing the recovery of three-dimensional movement
vectors represening the shifts in the positions of the physical
models. Experimental results show that sub-millimeter accu-
racies are possible using 6-megapixel images of an Ad-scale
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1. Introduction

Mast harbours wre occasionally subjected to storms powerful
erough to damage infrastructure and ships, unless some pre-
ventative measures are taken. To protect the harbour infrastruc-
ture, arrays of armour units are used to absorb wave energy and
reduce overtopping. The armour unit arrays must dissipate as
much energy as possible. without deforming or suffering dam-
age 10 the armour units themselves. This can be achieved by
using armour units with an interlocking structure, such as the
delos. invented in East London in the 1963 [1].

Currently. the most effective method of validating the de-
sian of armoured breakwater structures is by building and eval-
uating physical scale models. A scale model of an entire har-
hour is constructed, complete with a sea (loor modelied from
bathymetry data. Wave generators are used to simulate wave
conditions corresponding to 1000-, 100-, and 50-year storms.
A successful armoured breakwater design will suffer little or no
damage. measured in the model hall by assessing the magnitude
o7 shifts in the positions of the scale model armour units. The
CSIR's model hall facility, located in Stellenbosch, routinely
conducts tests of this nature. Owing to the time-consuming na-
ture of the physical modelling process, efforts are under way
o develop computer simulations to assist with the validation of
harbour designs {2].

Although physical models are considered to be an effective
miethod of determining the stability of an armoured breakwa-
ter structure, the method used to evaluate the impact of simu-
Joted storm conditions is oflten subjective. Current methods of
assessing damaze to a breakwater include a visual comparison
of u pair of before-simulation and after-simulation images. By
displaying the before and after images in rapid succession, the
caanged regions of the scene appear to flicker — this technique
iv often referred to as flicker animation [3]. An operator will
manually draw lines, representing movement vectors, on top of
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the flicker animation. A final assessment of the degree of dam-
age that a breakwater structure has suffered during a simulation
can then be estimated from the number and magnitude of the
displacement vectors.

In addition to the subjective nature of the flicker technique
measurements, they are inherently restricted to two dimensions.
One potential method of improving the accuracy of the mea-
surement of the movement of armour unit models is to attach
accelerometers to the physical models. This, however, may
restrict the movement of the models, and could become pro-
hibitively cxpensive for larger tests involving many hundreds of
armour units.

This paper proposes a different, cost effective method of
measuring the movement of armour units using monocular ma-
chine vision techniques. Printed fiducial patterns are attached
to the physical scale models, enabling an automated system to
track the three-dimensional displacement of the models with
millimeter accuracy.

Section 2 briefly discusses some recent applications of fidu-
cials, followed by a description of the proposed system in Sec-
tion 3. An empirical analysis of the positional accuracy of the
system is presented in Section 4, Section 5 discusses how the
fiducial method has been applied to compute the displacement
of armour unit models, followed by some suggestions for future
research in Section 6.

2. Background
2.1. Fiducial patterns

Fiducials are special geometric patterns that are used as refer-
ence points in machine vision systems. They have long been
used in applications such as printed circuit board alignment,
but have recently gained popularity in augmented reality ap-
plications. In these applications, the fiducials are used to define
navigation reference points in a three-dimensional space; for
example, Naimark and Foxlin demonstrated the use of fiducial
patterns to mark up entire buildings {4].

The intended application of a fiducial has a significant im-
pact on its design: some fiducials patterns are optimised to have
a very large number of codes, while others are designed to pro-
vide very high positional accuracy. Some of the earlier applica-
tions in circuit alignment relied on very simple fiducial patterns
such as squares, diamonds or circles. Owing to their simplic-
ity, these fiducials could not encode a large number of different
codes, but they were simple to detect. Amongst these early fidu-
cials, Bose and Amir showed that circular fiducials produced
significantly smaller positional errors compared to squares or



diamonds [3].

Owen ¢ al. proposed a square fiducial based on Discrete
Cosine Transform: {DCT) basis images [6]. The fiducial is iden-
ulied by a square black border surrounding the DCT-coded in-
terior. The interior of the fiducial is represented as a 16 x 16
block. meaning (hat under ideal conditions, the fiducial can still
be identified when the sampled image of the fiducial is only
around 16 x 16 pixels in size. The advantage of the DCT-
coded tnterior is that it provides a medium-sized coding space of
around 200 codes. while maintaining robustness to noise. An-
other augmented reality fiducial system built around square pat-
terns was proposed by Rekimoto and Ayatsuka [7]. Their Cy-
berCode fiducial Hattern more closely resembles a 2D barcode,
anc can encode 24 bits of information, after error correction.
Unlortunately, Rekimoto and Ayatsuka do not elaborate on the
mmimun image size required or maximum viewing angle al-
lowed for successful identification.

Despite the success of such square-based fiducial patterns,
the circular patterns remain popular. Recent examples include
the code proposed by Naimark and Foxlin, which can encode
217 327638 ditferent codes [4]. The minimum image size re-
quired for successlul fiducial identification reported by Naimark
anc. Foxlin was 16 > 16 pixels; no figures were reported on the
maximum allowed viewing angle. Another circular fiducial was
preposed by Lopez de Ipina er al. for use in their TRIP location
system [8]. The TRIP code consists of a “bull’s eye” pattern
n the centre. which is used to identify potential fiducials in the
image. Two concentric tracks surround the central bull's eye, in
which a sector-based scheme with three discrete sector sizes is
used to encade the code value of a fiducial. This design allows
forup1o3” — 1 = 19682 different code values. Lopez de Ipifia
et el report that the fiducials can be successfully identified pro-
vided that the patiern is at least 35 x 35 pixels in size, and the
angle between the viewing direction and the surface normal is
less than 707

2.2, Correspondence problem

The corresponderice problem can be defined as the problem of
Imding the optimal association between (wo sets of features, al-
lowing for the possibility that either set may contain clements
tha, have no corresponding clement in the other set. To calcu-
lale the movement vectors of fiducial patterns from a before-
anc after-simulation image pair. a similar correspondence prob-
leny arises: Given a fiducial pattern in the before-simulation im-
age. fnd the mos, likely matching fiducial pattern in the after-
siivulation image

In the simplest case, where only a single fiducial code pat-
tern is attached to all the armour unit models, this would reduce
tw the problem of finding the closest point P, (corresponding to
the centroid of a f.ducial pattern) in the after image correspond-
g to the point /2, in the before image. If more than one fiducial
coce is used. then this problem is constrained so that points may
only be matched if their codes agree.

A simple algorithm that could be used to solve this type
of orrespondenc: problem is the lterated Closest Point (ICP)
mc:hod [9]. This algorithm computes the distances betwecen all
points, keeping only distances below a specified threshold. Af-
ter rejecting outliers, a rigid motion transform is then computed
on lhe remaining points. The algorithm iterates these steps un-
tl convergence. After the two sets have been aligned with the
wanstorm. the closest point pairs could be used as the corre-
spendence map.

A more robust method was introduced by Maciel and
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Figure 2: Sample image of two dolos models with various fidu-
cial patterns attached.

Costeira [10]. Consider that the mapping of points in set X
onto the points in set Y can be represented as a partial permu-
tation matrix P. This matrix resembles an identity matrix, with
some of its rows exchanged, and potentially with some of the
rows or columns set to zero. Finding the best mapping between
X and Y can then be expressed as

P" = argminJ(X,Y,P)
P
s.t. P € Py(pr,p2).

where J represents a metric that compares elements from X
and Y, and P,(p1, p2) represents the space of all partial per-
mutation matrices, i.e., matrices containing at most one “1” in
each row or column.

Solving this integer optimisation problem is hard; Maciel
and Costeira proposed a method that maps the integer optimisa-
tion problem to a dual problem on a continuous domain, where
is can be solved efficiently using concave programming meth-
ods. If the metric .J is linear, then this approach is guaranteed
to find the globally optimal solution P*,

3. System overview

Based on the literature presented in Section 2.1, a simplified
circular fiducial pattern, roughly similar to the one proposed
by Lopez de Ipifia et al. [8] was selected. Figure 1 presents
some examples of this fiducial pattern, This particular fiducial
has a fairly large white ring between the central dot and the
outer coding track to reduce aliasing problems when viewing
the fiducial from a direction with an angle of more than 70°
with respect to the surface normal.

These fiducials were scaled so that the diameter of the outer
track was 7.1 mm in size to match the scale of the physical
models, printed at 600 DPI using a standard laser printer, and
fixed to the physical models as illustrated in Figure 2.
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Figure 3: System overview

A system overview diagram is presented in Figure 3. The
following algorithms were used to perform cach of the steps:
. The black regions in the image are identified by perform-
ing adaptive thresholding using the method of Bradley
and Roth [11].

2. The pixel boundarics of objects are extracted using the
component-labeling algorithm of Chang er al. {12]. Ob-
Jects with very short boundaries (fewer than 10 pixels) or
very long boundaries are discarded. This step produces
all the boundarics of potential ellipses, corresponding to
the central circle in the fiducial pattern.

s

Ellipse extraction is performed using the method of
Ouellet and Hebert [13]. Note that the object bound-
arics extracted in step 2 are only used to seed the el-
lipsc extraction algorithm; the algorithm derives ellipse
parameters directly from the image gradient, producing
signilicantly more accurate estimates of ellipse parame-
ters compared to conventional algorithms. Objects that
are unlikely to be ellipses are discarded by testing against
conservative thresholds on various ellipse properties.

4. The fiduciul code pattern is exuacted by sampling the
thresholded image along an clliptical path around the
central dor of the candidate fiducial. The extracted sig-
nature is compared (using the Hamming distance met-
ric) 1o a template library of known fiducial codes. Once
a fiducial pattern is successfully identified, its fiducial
code identifier and 3D coordinates arc recorded. The 3D
coordinates are determined directly from the ellipse pa-
rameters using the method proposed for the TRIP system
[8].

5. The before-simulation (£1) and after-simulation (£2) im-
ages are processed with steps 1-5 to obtain the coordi-
nates and identifiers of the fiducials in both images. The
algorithm of Maciel and Costeira [10] is used to find the
optinmial association between fiducials tron image ¢1 and
image t». oroducing as output the correspondence map-
ping.

6. Using the 3D coordinutes of the fiducial patterns and the

correspondence mapping, the displacement vectors of

cach of the matched fiducials is computed. For the pur-
poses of this paper, the displacement vectors are merely
visualised. but subsequent processing of the displace-
ment veetors may be used to estimate the degree of dam-
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Figure 4: Standard deviation of z-coordinates, computed from
degraded synthetic images (blur o = 0.5, noisc ¢ = 1%).
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Figure 5: Z-coordinate error, computed from degraded synthetic
images (blur ¢ = 0.5, noise ¢ = 1%).

age to a breakwater armour unit array following a wave
simulation.

4. Performance evaluation of fiducials

The projection of a circle in world space onto the image plane is
an ellipse, provided that a distortion-free pinhole camera model
is assumed. A real lens will introduce some distortion, but be-
cause the lens distortion function typically varies slowly relative
(o the size of a fiducial, one can assume that the projection of a
circle can be approximated with an ellipse.

A direct relationship exists between the imaged size of a
fiducial, such as the one shown in Figure 1, and the accuracy
with which its 3D position can be determined. The approximate
cllipse formed by the boundary between the central black dot
and the surrounding white ring is used to estimate the pose of
the projected circle that it represents. Three factors directly in-
fluence the quality of this boundary cllipse: quantisation noisc,

| i I
(a) 70° (b) 75° (c) 80°
Figure 6: Synthetic images, corresponding to the 35 x 35 pixel

size experiment, magnified 500%. At this size, only (2) and (b)
were successfully detected by the system.



Taoie 1 Maximum standard deviation (in mm), computed per
slani angle. over slant angles < 70° derived from degraded
syithetic images.

Degradation (o) Fiducial size (pixels)

Elur Noise 120x 120 60x60 45x45 35x35
0.5 19 0.101 0.497 1.487 9.051
1.5 2% 0.203 0.989 2.059 5.991
1.7 1% 0.122 0.623 1.565 4.292
0.7 2% 0.245 1.238 2.378 7.907

Tanie 2: Maximum z-coordinate error (in mm) over slant angles
< 70" computed from degraded synthetic images.

Degradation (cr) Fiducial size (pixels)

Flur Noise 120120 60x60 45%x45  35x35H
0.5 1% 1.333 3.986 10.11 41.99
013 26 1.534 5.042 11.42 46.08
0.7 1% 0.797 7.587 16.46 47.02
0.7 2% 1.037 8.902 18.42 52.55

sersor noise. and defocus blur.

Quantisation noise is effectively reduced by increasing the
siz> of the ellipsc, since more pixels now participate in its def-
mi1on. Additive sensor noise is also effectively reduced by in-
creasing the size of the ellipse, since the expected mean value
of addivve noise “ends to zero as the number of pixels along the
boundary of the cllipse increases. Defocus blur tends to spread
the boundary vver a larger arca, ultimately Icading to degrada-
i owing to quantisation errors introduced by the limited bit
depth of each pixel.

A monocular 3D posc approach is particularly scasitive to
defocus blur, because this (together with quantisation) affects
the apparent size of the ellipse, which in turn affects its esti-
mated distance from the camera centre. The effect of the slant
anyzle, that is, the angle between the surface normal of the fidu-
cial and the viewing direction, should also be considered. In-
turively. as a circle turns away from the viewing direction, the
ceeentricity of its projection as an ellipse also increases, which
eftectively reduces the length of the boundary used to estimate
the cllipse parameters, leading to larger errors in position es-
nmates. In order to track displacements in the sub-millimeter
range. the calculated position estimates must be repeatable, i.e.,
their standard deviation over repeated measurements must be
less than one millimeter.

4.1, Experimems using synthetic images

o evaluate the eliect of these degradations on the proposed sys-
tem. a number of experiments involving synthetic images were
petformed. For cach viewing distance, a total of 90 base images
are created using the POVRay ray tracer'. These base images
correspond (o fiducial patterns with slant angles from 0 to 90 de-
grees. in [-degree increments. Each image was degraded firstby
blurring with a Caussian kernel to simulate defocus, followed
by the addition of zero-mean Gaussian noise to simulate sensor
noise. For cach viewing angle, distance and blur combination,
a total of 30 addtive noise images were instantiated. This pro-
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cess was repeated for several fiducial sizes, representing images
captured at various distances from the target. Figure 6 illustrates
some fiducial patterns viewed at large slant angles.

In a monocular 3D tracking system, it is expected that the
extraction of the z-coordinate will be less reliable than the -
and y-coordinates. It is therefore important to measure the ro-
bustness of z-coordinate estimates on degraded images. Fig-
ure 4 illustrates the effects of slant angle and fiducial size on
such degraded synthetic images. Observe how the z-coordinate
standard deviation of the largest fiducial remains very small
for slant angles less than 80° whereas the smallest fiducial, at
35x 35 pixcls, produces significantly larger standard deviations,
and degrades rapidly at slant angles greater than 55° Table 1
lists the maximum standard deviation for a given target size al
slant angles below 70° for various noise and blur combinations.

Similarly, Figure 5 and Table 2 illustrate the effective error
in the z-coordinate under different slant angle and degradation
combinations. The TRIP system [8] was reported to produce a
z-coordinate error of 60mm at a slant angle of 60° at a distance
of 1900mm, resulting in an error of 3.15% at the equivalent of
a 35 x 35 pixel fiducial size. On the same size fiducial, our
system achieves a maximum error of 14.7mm on slant angles
below 60° at a distance of 1320mm, or 1.11% using degraded
synthetic images® — see Figure 5. This indicates that the posi-
tional accuracy of the proposed system is comparable to that of
the TRIP system.

The physical dolos models shown in Figure 2 measure
around 38mm in length. From Table 2 one can see that the
60 x 60-pixel fiducial produces z-coordinate errors on the order
of 10% of the size of the model at large slant angles. Fortu-
nately, the x- and y-coordinate estimates are much more robust
than the z-coordinate estimates. For comparison, the maximum
Euclidean error (after discarding the z-coordinate) over all slant
angles is only 0.0659mm for the values corresponding to row
one of Table 2. This would suggest that a weighted Euclidean
distance should be used when computing tracking the move-
ment of a fiducial over time.

4.2. Experiments using captured images

In order to relate the synthetic results to real images captured
with a digital camera, an experiment was set up to compare rela-
tive distances in both the real and synthetic images. Real images
were captured using a 6-megapixel Nikon D40 camera at a focal
length of 45mm. The images were captured in raw mode, and
all the standard processing steps (such as sharpening) were dis-
abled. The images were not corrected for lens distortion, since
these effects are negligible in the central area of the lens used
in these tests. The fiducials were imaged at distances ranging
from 600mm to 900mm in 100mm increments. The diameter of
the printed fiducials 7.1mm, to match the scale of the physical
dolos models.

Figure 7 shows an image captured under the conditions
used to evaluate the accuracy of distance measurements be-
tween fiducials. The combination of sensor noise, paper grain,
and toner unevenness results in an estimated additive noise
component of between 0.5% and 1% of the dynamic range.
The same configuration was also modceled and rendered using
POVRay. Table 3 lists mean distances measured between the
fiducials, computed from a sample of 10 images at each camera-
to-target distance. From the table one can see that the captured

2Qur fiducial central dot is smaller. relative to the outer track, than
the one used in TRIP. This accounts for the fact that the same size image,
35 x 35 pixels, results in different distances from the camera.



Figure 70 Fiducial test configuration image: the fiducial on the
lef: (47y) is 25mm further from the camera than the two coplanar
fidaciats (7)., ¢2) on the right.

Tanle 3 Mean rclative distance measures (and standard devia-
tion) obtained from real and synthetic images. The matrix P de-
no.es a projection onto the z-axis, and 4y, 0, and &5 denote the
312 centre coordinates of three different fiducials. The expected
vaiues for the measures are 25mm and 10mm, respectively.

|P¢, - P3| (mm) |7, = T2 (mm)

Cumera

distance (mm)  Real Synth. Real Synth.
600 27.700 24.956 9.964 10.090
(0.219) (0.309) (0.0187)  (0.0483)
7t0) 24.272 23.633 10.043 10.043
(0.441) (0.328) (0.0676)  (0.0057)
300 22.067 23.241 10.146 10.200
(0.470) (0.387) (0.0790)  (0.0427)
900 21474 23.992 10.464 10.107
(0.965) (0.549) (0.1632)  (0.0301)

images (“Real™) exhibit a slight trend, so that the z-distance be-
tw2en the fiducia s appears to decrease as the camera moves fur-
ther away from the fiducials. This effect can be partly attributed
(o he difficulty o obtaining the exact same locus quality at mul-
tiple camera-to-target distances -— Table 2 clearly shows that
mcreased blur, corresponding to poorer focus, leads to larger
z-voordinate errers. The degraded synthetic images (produced
widy a blur ¢ of 0.5, and a noise ¢ of 1%) did not appear to
susfer from this effect. as could be expected.

It is encouraging, to see that the standard deviation of z-
dirtances captured at a distance of 800mm is less than 0.5mm.
Distances measured between coplanar fiducials at the same dis-
tar ce from the camera appear to be much more robust, yiclding
an error of less than 0.2mm at a distance of 800mm, with a stan-
da-d deviation of less than 0.08mm. From Table 3, it appears
thit a distance of 700mm offers sufficient accuracy to measure
displacements on the order of 0.5mm with the camera specified
above. Since theve measurements were performed at a slant an-
gle of 07, it will stll be necessary Lo filter fiducials with large
slont angles. or to apply a weighted Euclidean metric to com-
pcasate lor the large z-coordinate measurement errors that oc-
cu-al large slant angles.

5. Application

The system described in Section 3 was used to track the move-
ment of fiducials attached to physical breakwater armour unit
models. For this experiment, the “dolos” type armour unit was
seiected, and four different fiducial patterns were attached to the
four end-points of the dolos models. Note that the same four
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(a) Before movement, 50% cropped image

(b) Before movement, 5% cropped image

L .
(c) After movement, 5% cropped image

Figure 8: Displacement vectors, calculated automatically by
computing the movement of the fiducials between the two
frames.

fiducial patterns were attached to all the dolosse, hence is it is
not possible to uniquely identify a given dolos only by the code
associated with its fiducial patterns. This method is at one ex-
treme, where there are many objects with identical fiducials —
it is possible to use more fiducial codes, but it may not be pos-
sible to assign unique fiducials to all the models in large simu-
lations involving hundreds of dolosse. This experiment thus re-



lics heavily on correspondence matching to correctly track the
mcvement of fidecials, and is therefore considered to be a more
strngent test of the system.

An array of dolosse were arranged as shown in Figure 8(a).
A number of dolosse were manipulated by hand to approximate
the thypothetical) movement induced by a wave-tank simula-
tio1 A second image was captured after the induced movement

— & close-up of a region containing signilicant movement is
shown in Figures 8(b) and (c). The green and red cylinders
rerresent 3-dimensional displacement vectors. They were ren-
dered using POVRay, and superimposed on top of the original
umages. Green cylinders represent a displacement of a matched
pws ol (iducials, r.e.. the exact same fiducial pattern occurred
in the before and afier images. Red cylinders indicate that the
fidacial pattern types did not match, but that these are still likely
candidates tor a match, based on their physical proximity. For
exaiimple, the twe red cylinders visible in the upper left corner
ol Figure 8{a) are the result of the upper left-most dolos being
displaced and overturned. This implied that the (iducials visi-
bl 1 the hefore image were facing away from the camera in
the after image, but the correspondence algorithm still matched
them with the ficucials on the reverse side of the model since
they were still considered to be the most likely candidates.

Allowing matches between fiducials with different patterns
can help to identify large displacements. but these matches are
interently less reliable than matches with identical patterns,
and are only allewed here to illustrate the advantage of using
a global correspondence matching algorithm,

[f a Targe number of fiducial codes is used, then each indi-
vicual dolos may receive its own code, unique within a certain
racius in the original packing. This will reduce the possibility
of incorrect matches to zero for most simulations.

6. Conclusions

This paper demaenstrated that fiducials can used to track the
movement of physical breakwater armour unit models to a sub-
millimetre scale. The sensitivity and robustness of the system
wus investigated using both synthetic and captured images. Es-
timating the z-coordinate of a circular target using a monocular
I system is feasible, but the accuracy and robustness of this
cstimate is heavily influenced by the size of the target. and the
slant angle. On captured images, the absolute crror in extracted
o and y-coordinites can be kept below 0.2mm; the absolute z-
conrdmate errors are on the order of 2-3mm, but with a standard
dedation of less han (0.5mm.

The fiducial pattern used in our experiments depends on
the central dot fer the position calculations. Tn retrospect, this
secms to have bezn a poor choice, since a different design, like
thet of Naimark and Foxlin [4], allows one to use the outer
perimeter of the fiducial as circular reference. This would im-
ply that the effective diameter of the circle would increase by a
factor three, without increasing the physical size of the pattern.
Even aomore modest increase by a factor of two could reduce
the position errors by a factor of three, as shown in Section 4.
Fuure work will focus on repeating the experiments with an
altzrnative fiducial design that maximises the size of the circle
used to perform pose estimation.
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