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Summary

This paper investigates whether a micromechanical model developed to investigate the
relation between the basic failure processes at grain-scale and the macroscopic failure pat-
tern can be applied to model the fracturing around large-scale excavations. The simulated
fracture pattern around a vertical shaft is compared to the fracturing around a shaft at a
depth of 3400 m. The simulations suggest that wedge-shaped zones, called dog-ears, are
formed by a progressive splitting-like failure of the rock. The fractures forming these slabs
nucleate in the zones subjected to the highest compressive stresses. Both shear and tensile
mechanisms are responsible for the fracturing. The dog-ears deepen and widen as spalling
continues.

Keywords: Fracture mechanics, instability, numerical simulation, shaft excavation, bound-
ary elements.

1. Introduction

A fundamental understanding is required of the fracture initiation and growth
processes in rock to understand the fracturing around large-scale excavations in
highly stressed rock masses. A flaw model based on the displacement discontinuity
method was used to simulate the fracture pattern in a series of laboratory tests
(Sellers and Napier, 1997; Van de Steen et al., 2001; Van de Steen, 2001). The size
of the samples ranged from a few centimetres to a few decimetres. Various con-
figurations have been considered, including the uniaxial compressive test, the tri-
axial test, the Brazilian test and a diametrically loaded disc with a hole. The latter
configuration contains a hole of a few millimetres in diameter. The hole induces a
strong stress gradient. At the scale of the laboratory experiments, the macroscopic
fracture pattern was satisfactorily simulated with elements ranging in size from
0.35 mm to 2.00 mm, depending on the configuration. In these models, it is
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assumed that the basic failure processes are controlled by the stress distribution
around cracks and fractures. The granular nature of the material, as well as the
presence of pre-existing defects is taken into account. Applied in the boundary
element code DIGS (Discontinuity Interaction and Growth Simulation) (Napier,
1990), the flaw model satisfactorily simulates the transition of the rock from what
is essentially a linear elastic continuum to a discontinuum. The fundamental pro-
cesses of fracture growth, the mutual interaction of fractures and the interaction of
fractures with pre-existing defects as well as the localisation process are all cap-
tured by the model and the code.

In order to reach the goal of describing macrofracture processes that occur in
mining or other geotechnical applications, it is important that a model can sum-
marise e‰ciently the finer level fracture behaviour. In this paper, the flaw model is
applied to the fracturing around a vertical shaft, showing that the model can also
be used for the simulation of the fracturing around large-scale excavations.

2. Flaw Model

Micromechanical observations (Hallbauer et al., 1973; Olsson and Peng, 1976;
Kranz, 1983) indicate that fracture initiation and fracture growth in brittle rock
are to a large extent influenced by the presence of di¤erent types of defects that
introduce a heterogeneity in the stress distribution. These defects include matrix
and grain inhomogeneities, pre-existing cracks, strings of grain boundary cavities,
interfaces between mineral grains with di¤erent elastic properties and similar het-
erogeneities and discontinuities. As the number, the properties and the distribution
of all these defects are not known, they cannot be modelled individually. There-
fore, equivalent structures are introduced, termed flaws. These flaws, incorporating
the e¤ect of the defects, are randomly distributed over the sample. At the end of
this section, it is explained how the flaws are incorporated in the numerical code.

The two-dimensional boundary element code DIGS (in this study, with plane
strain conditions) allows for an explicit fracture modelling (Napier, 1990; Napier
and Hildyard, 1992; Napier and Peirce, 1995; Malan and Napier, 1995; Kuijpers
and Napier, 1996; Napier et al., 1997; Napier and Malan, 1997). In this study, the
plane strain conditions are applied. If the initial failure process can be represented
by small strain dislocations, and if dynamic e¤ects can be discarded, the cracks
can be modelled as displacement discontinuities. The displacement discontinuity
boundary element method (Crouch and Starfield, 1983) forms the basis of the
code. In an elastic solid, the displacements are assumed to be continuous, except
over the discontinuity elements. All non-linear e¤ects in the model are contained
in and reflected by the displacement discontinuities. The material between the
displacement discontinuities remains at all times linear elastic. Over straight-line
elements with normal vector components ny and nz, centred on the y-axis of a
local coordinate system y� z (Fig. 1) and length 2b, the local displacement dis-
continuity components are defined as:

DiðyQÞ ¼ uiðyQ; 0�Þ � uiðyQ; 0þÞ; i ¼ y; z;�ba yQ a b; ð1Þ
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where z ¼ 0þ the positive side and z ¼ 0� the negative side of the discontinuity.
The displacements ui and the stresses over an element are represented in a number
of collocation points. At these collocation points, the displacements and stresses
are determined such that the boundary conditions are satisfied (Crawford and
Curran, 1982). If the displacement discontinuity varies linearly over a disconti-
nuity element with length 2b, as is the case in DIGS, Eq. (1) becomes:

DiðyQÞ ¼ ai þ a 0
i yQ; ai; a

0
i constants ð2Þ

The contribution of a discontinuity element to the total stress components at a
point PðyP; zPÞ in isotropic elastic material with Young’s modulus E and Poisson’s
ratio n is given by:2

64 syyðyP; zPÞ
syzðyP; zPÞ
szzðyP; zPÞ
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8pð1 � n2Þ
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The comma behind G denotes derivatives (that is G;yyzz ¼
q4G

qy2qz2
).

Fig. 1. Crack-element configuration with local co-ordinate system. Angles are determined with respect
to the far field major principal stress direction
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For two-dimensional plane strain problems:

G ¼ 1

2
ðr2 � r2 log r2Þ;

and r2 ¼ ðyP � yQÞ2 þ z2
P .

The normal stress on the y-axis of the local co-ordinate system is given by:

szzðy; 0Þ ¼ E

8pð1 � n2Þ 2ðaz þ bz yÞ
1

yþ b
� 1

y� b

� �
þ bz log

yþ b

y� b

� �2
" #

: ð4Þ

It is obvious from Eq. (4) that the stress values for y ¼Gb become singular. This
requires that the collocation points at which the stresses and displacements are
determined have to be placed inside the elements.

The total stress values at point P are given by summing the contributions
defined in Eq. (3). This sum is made up of the contributions of all discontinuity
elements representing the sample geometry or the excavation, and the cracks and
fractures within the material.

A fracture in rock seldom forms a straight, smooth line but generally follows
an irregular broken path (Zhao et al., 1993; Liu et al., 2000). This indicates that the
structure of the rock has a profound e¤ect on the actual fracture path. Although
these features may be oriented less than optimally with respect to the orientation
of the stresses, they are often activated. A grid defining these features can be
devised to represent these structural characteristics. In the model, the fracturing is
restricted to the elements defined by a random grid. The random grid is generated
by a Delaunay-Voronoi generator. After generating a random set of points
(¼ sites) in the area to be meshed, triangles (Delaunay) or polygons (Voronoi) are
constructed (Finney, 1979; Malan and Napier, 1995; Napier and Peirce, 1995).
The geometric centre of each polygon is connected to its vertices, e¤ectively sub-
dividing each polygon in a number of triangles (modified Voronoi tessellation) to
obtain a su‰cient number of fracture growth directions (Van de Steen et al.,
2001).

Each of the edges of the above-mentioned triangles is assigned a failure crite-
rion and a set of matching strength properties. A randomly selected subset of these
edges, is designated as flaws. They are given reduced strength properties. For a
certain load value (e.g. in the case of the shaft simulations, the far field stresses),
the stresses at all the collocation point positions are evaluated against the failure
criterion of each yet non-mobilised element. One or more of the elements for
which the failure criterion is exceeded at one of the collocation points can be
activated in a particular calculation step according to a pre-defined priority rule to
become a displacement discontinuity in the true sense. Under the applied load and
with the new displacement discontinuities in place, the interacting displacement
discontinuities undergo both sliding and opening movements, which are calculated
through an iterative scheme. Since they have reduced strength properties, it is
evident that the flaws are the first element(s) to be activated in the zones with the
most critical stress conditions. In the next calculation step, the stress redistribution
is calculated taking into account the mobilised displacement discontinuities. Again
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the most favourable element(s) are activated and the process is repeated. In this
way, the fracture pattern grows in successive calculation steps, without a change in
the external load. Even that no time laws are specified the simulated results give
an impression of how a fracture pattern could grow over time. It is also possible
to increase the external load in successive steps. This procedure is very interesting
for simulating the loading sequence in laboratory experiments (e.g. Van de Steen
et al., 2001).

3. Observations

Before describing the fracturing around a vertical shaft at Western Deep Levels
South (North West Province, South Africa) at a depth of 3400 m, the shaft sinking
method and the pre-mining in situ stresses are discussed.

The shaft was sunk in quartzite, widening a 3-m diameter pre-bored hole to a
diameter of 10 m. For large diameter shafts, the technique of widening a raise-
bored shaft is a common and cheap alternative to conventional sinking. However,
the ground conditions must allow the unsupported raise-bored shaft to stand up,
and the bottom of the prospective shaft must be accessible.

A pilot hole with a diameter of typically 279 mm to 349 mm (1100 to 133
4
00) is

drilled from the top to the bottom of the prospective shaft. The drill rod is fitted
with stabilisers to minimise the deviation. Cuttings are flushed out with water or
compressed air. At the bottom, a reamer is then mounted to the drill rod. The
reamer has a diameter that typically varies between 0.66 m and 6.0 m. While the
machine pulls the drill rod back, the rock is ground into fragments by the cutters
on the rotating reamer. The debris falls down by gravity. At the bottom, it can be
removed easily by a Load Haul Dump (LHD) machine. Once the raise has been
bored over the full height, the machine is disassembled, and the final diameter is
achieved by drill and blast operations. As with conventional shaft sinking, the drill
and blast operations advance from the top to the bottom of the shaft. The bored
raise provides a free face for the blasting operations, considerably improving the
e‰ciency of the process. The debris falls down the raise and a LHD removes it at
the bottom.

At the site being considered, the major principal stress coincides with the ver-
tical stress. The vertical stress gradient is estimated at 2.7 MPa per 100 m. Hence,
at a depth of 3400 m the pre-mining major principal stress sv ¼ 92 MPa. With a
ratio of sh to sH equal to 0.7, the horizontal stress field is anisotropic. The ratio of
sH to sv is also of the order of 0.7; hence, sh ¼ 46 MPa and sH ¼ 65 MPa.

The observations of the fracturing around the 3-m pre-bored raise are based on
the fracturing viewed from the face of the shaft widening operations. The fractur-
ing around the 10-m diameter vertical shaft (Kuijpers, 1999) was exposed when a
station was cut at a depth of 3400 m.

The fracturing around the 3-m diameter raise is estimated based on observa-
tions of scaling and fracturing of the wall of the hole as seen looking down the
raise. As it fell down the bored raise, the debris of the shaft-widening operation
removed the heavily fractured rock from a wedge shaped area, commonly known
as a ‘dog-ear’. This dog-ear extends in the sh-direction (Fig. 2). The distance from
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the tip of the dog-ear to the original bored wall was approximately 2 m. On the
sH -side, the original bored wall was still in place. There is evidence that fracturing
extends to 0.8 m beyond the scaled hole-perimeter. These fractures seem parallel
to the wall of the hole. The shape of the fractured area is thought to be almost
elliptic. The ellipticity of this area is defined as the ratio of the major axis to the
minor axis of the circumscribed ellipse and amounts to approximately 1.9.

Around the 10-m diameter shaft, the fracturing observed at the station reflects
the anisotropy in the horizontal stresses. In the sH -direction, the fractures curve
around the shaft to extend tangentially away from the shaft perimeter in the sh-
direction to form a wedge (Figs. 3 and 4). In the dog-ear, the fractures of the two
opposite sides converge. The tip of the wedge is situated at a depth of approxi-
mately 1.8 m from the shaft perimeter. The area defined by the dog-ears is
intensely fractured. In contrast to the 3-m diameter raise, the material is still in
place in the dog-ear. There are more fractures beyond the dog-ear, defining a more
or less elliptic zone of fractured rock around the shaft. The total depth of fractur-
ing on the sh-side extends to a distance of 2.2 m from the shaft perimeter. On the
sH -side, the fracturing extends to a depth of 1.3 m only. Estimated at 1.1, the
ellipticity of the fracturing around the 10-m diameter shaft is not as pronounced as
around the 3-m diameter raise.

Around circular openings, the formation of dog-ears is an often-observed fail-

 

Fig. 2. Sketch of the fracture pattern observed around the 3-m diameter raise
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ure pattern. The fundamental mechanism causing the dog-earing remains under
discussion. The dog-earing is attributed to either the tension-driven growth of frac-
tures parallel or sub-parallel to the major principal stress direction or to the for-
mation and growth of shear fractures.

4. DIGS Simulations

The small-scale heterogeneities and defects (e.g. micro-fractures, grain contacts
and pores) present in the relatively small rock samples tested in the laboratory, are
also present in the rock mass surrounding an excavation. They undeniably play a
role in the fracture nucleation and growth process in the rock mass. The applica-
bility of a scaled-up flaw model to large-scale problems is in the first place deter-
mined by the quality of the simulated fracture pattern. In the context of the scaled-
up model the flaws can be considered as larger discontinuities or as the combined

  

  

Fig. 3. Photograph of the fracturing around 10-m diameter vertical shaft at a depth of 3400 m. The
shaft wall, the delineation of the dog-ear, a few of the fractures inside the dog-ear and a few of the

fractures outside the dog-ear are indicated
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e¤ect of smaller defects forming larger weakness zones. The large discontinuities
consist of structural features such as bedding planes, joints and even faults, of
newly induced fractures in the solid rock mass due to the stress redistribution and
of fractures induced during blasting operations.

A two-dimensional model is used with the plane strain conditions. In the case
studied here, it is implicitly assumed that the pore pressures are equal to zero and
that the rock is not supported as the fracturing develops. It is in other words
assumed that wire mesh, rock anchors or any other form of support is installed
after the fracturing has fully developed. At the time of fracturing, the radial
stresses are therefore zero at the hole perimeter. With sv ¼ 92 MPa, sH ¼ 65 MPa,
sh ¼ 46 MPa, and u ¼ 0:2, the largest deviatoric stress is reached in a horizon-
tal plane for y ¼ þ=�p=2 and r ¼ R: sy � sr ¼ ð3sH � shÞ � sr ¼ 149 MPa. In
this area of the circumference the horizontal deviatoric stress is larger than the
deviatoric stress in a radial plane (e.g. for y ¼ þ=�p=2 and r ¼ R: sy � sv ¼
ð3sH � shÞ � sv ¼ 149 � 92 MPa ¼ 57 MPa. However, for y ¼ 0 or p, and r ¼ R,
the tangential stress (sy ¼ 3sh � sH ¼ 73 MPa) is the intermediate principal stress
and the largest deviatoric stress occurs in the radial plane (sv � sr ¼ 92 MPa). As
this value is smaller than the horizontal deviatoric stress for y ¼ þ=�p=2 and

 

 

Fig. 4. Sketch of the fracture pattern observed around 10-m diameter shaft
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r ¼ R, and as most fractures are observed in the quarter around y ¼ þ=�p=2, it is
logic to position the 2D model in a horizontal plane. Of course, a 3D model would
incorporate a full range of the various stress combinations.

By comparing the maximum deviatoric stress to the average UCS-value for
quartzite at Western Deep Levels, which is 237 MPa (Malan and Basson, 1998),
the intact rock should not fail (Young’s modulus ¼ 79 GPa). However, Martin et
al. (1999) report that brittle failure occurs if the ratio of the maximum tangential
boundary stress to the laboratory unconfined compressive stress exceeds approxi-
mate to 0.4, which is the case here (149/237 or 0.63). The reduced rock strength
around mining excavations can be attributed to damage induced during blasting
or rock-cutting operations and to creep e¤ects that can lead to time-dependent
failure (Malan and Basson, 1998).

In large-scale problems, the size e¤ect does not seem to further influence the
stress at which damage and fracturing first appear. It is generally accepted
(Ingra¤ea, 1987; Bažant et al., 1993; Dzik and Lajtai, 1996) that the size e¤ect
around circular holes decreases as the hole radius increases. Crack initiation
stresses or borehole break-out stresses decrease as the hole radius increases, to
reach a limiting value for large radii. Dzik and Lajtai (1996) define large holes as
circular openings with a radius of 40 mm or more. The 3-m diameter raise and the
10-m diameter shaft are clearly large diameter excavations. The fracture pattern
observed around the 3-m diameter raise and the 10-m diameter shaft demonstrate
that the extent of fracturing can di¤er considerably depending on the particular
conditions prevailing before, during and after excavation (e.g. raise borer vs.
explosives, with or without support, type of support and time since excavation).
The fracturing around the 10-m diameter shaft and the 3-m diameter raise are
examples of fracture patterns that can occur around a shaft. The simulations are
carried out on normalised shaft diameters. The size of the elements is therefore
expressed relative to the size of the shaft radius. The rock surrounding the shaft is
tessellated with a Voronoi tessellation with internal fracture paths. Advantage is
taken of the double symmetry in the shaft configuration to limit the calculation
time. In the simulations, the applied far field stresses correspond to sh and sH .
These stresses remain constant through the entire simulation, namely for all the
calculation steps. In a similar way, the radial stress (i.e. support pressure) on the
circular excavation is zero from the start of the simulations. The mesh character-
istics are given in Table 1.

4.1 Fracture Pattern

Figure 5 shows the final simulated fracture pattern around the shaft. The fractures
are allowed to develop incrementally in successive calculation steps following the

Table 1. Mesh characteristics used in the simulations depicted in Fig. 5

Number of elements Ratio element size
to radius

Standard deviation Flaws %

11704 0.0178 0.0047 11.91
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solution of an initial problem containing the hole outline in the applied far field
stress. The intense fracturing on the sh-side makes interpretation of the results
di‰cult. Some graphical post-processing was applied to better emphasise the sim-
ulation results visually (Fig. 6). The fracturing sequence over successive calcula-
tion steps is given in Fig. 7 (see 4.2).

In the graphical post-processing, the full shaft geometry was reconstructed by
two mirroring operations, resulting in a full picture of the fracture pattern in a
horizontal plane (Fig. 6). In addition, the fracture pattern in the area containing
loose blocks is replaced by a shaded zone. The loose blocks are defined as these
parts of the model totally enclosed by displacement discontinuities and not tied
down by boundary conditions or surrounding material. In terms of an equivalent
physical model, the loose blocks would be all the fractured material that would fall
out or that can be removed without further breaking the surrounding rock. The
continuous line of displacement discontinuities that forms the boundary of the
shaft after removal of the loose blocks, can be interpreted as the scaled perimeter
(Fig. 2) or as the boundary delineating the dog-ear (Figs. 3 and 4). Finally, the
ellipse circumscribing the fractured zone is also indicated on the figure.

A large part of the intensely fractured zone (Fig. 5) falls inside the shaded
zone. The material in the dog-ear is more intensely fractured than the material
outside this zone in both the simulation and the real situation (Fig. 3). The zone
beyond the scaled perimeter has an almost constant width of 0.1R (Fig. 6). In this
zone, the fracturing is more intense on the sh-side than on the sH -side. The
observations in the real situation did not provide evidence that the intensity of frac-
turing is direction-dependent in the area beyond the dog-ear.

Fig. 5. Simulation of final fracture pattern around the circular shaft
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In the simulations, the fracturing depth is approximately 0.55R in the
sh-direction and 0.1R in the sH -direction (Fig. 6). The ellipticity of the frac-
tured area is equal to 1.4. As mentioned above, the ellipticity inferred from the
observations is estimated at 1.1 for the 10 m-diameter shaft and 1.9 for the 3 m-
diameter raise.

4.2 Fracturing Sequence

As at and around y ¼ þ=�p=2 the largest deviatoric stress is situated in the hori-
zontal plane with the tangential stress being compressive and maximum at the
perimeter, while the radial is equal to zero at the perimeter, one expects that fail-
ure initiation would occur in shear at the shaft perimeter. For a linear elastic
material and for an isotropic stress situation, Fjær et al. (1992) show that the
growth of the shear fractures can result in pairs of shear surfaces intersecting par-
allel to the shaft axis. Zobak et al. (1985) considered an anisotropic horizontal
stress field and they came to similar conclusions. They also suggest that the dog-
earing is a cyclic mechanism in which new fracture surfaces develop outside the
existing ones. The stress redistribution around the fractured area would cause
formation of new shear fractures at the shaft wall. Therefore, the dog-ear widens
and deepens at the same time.

According to the splitting failure theory however, dog-earing is formed by the
progressive spalling of the side-wall. It develops in the zones subjected to the
highest compressive stresses (Carter et al., 1991; Martin, 1997; Shao et al., 1999;

Fig. 6. Simulated final fracture pattern obtained after removing ‘loose blocks’. The ellipse circum-
scribing the damaged zone is indicated as well
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Aubertin and Simon, 2000) or in the zones with the lowest compressive strength
in the tangential direction (Ewy and Cook, 1990a; Ewy and Cook, 1990b). The
direction of the fractures is generally parallel or subparallel to the major principal
stress direction. As shear deformations are typically absent, the fractures are gen-
erally assumed to have grown in response to excessive tensile stresses (Kuijpers,
1999). Martin et al. (1997) propose a cyclic mechanism in which shearing and
crushing in the very small zone subjected to the highest compressive stress is fol-
lowed by a slabbing and spalling process dominated by shearing, splitting and
buckling. Although shearing does contribute to the fracture initiation and fracture
growth process, the fracture is initiated at the tip of the dog-ear and not at the
shaft wall. Conventional continuum models are not able to capture the spalling
mechanism observed in the high compression zone.

The final fracture pattern in Fig. 5 does not immediately allow to draw con-
clusions about the failure mechanism (splitting failure mechanism or standard fail-
ure mechanism). The fracturing sequence is studied to establish the dominating
mechanism. Thereafter the orientation of the individual displacement discontinu-
ities and the mode in which they failed are investigated.

The DIGS simulations suggest that the circumferential extent (the width) of
the dog-ear increases as the radial distance to the tip of the dog-ear increases (the
depth) (Fig. 7). The fracture pattern shown in Fig. 3 indicates that this may indeed
be the case. The fracturing in the final simulated fracture pattern is so intense that
it is not possible to discern slabs. The di¤erent stages depicted in Fig. 7 however
show that fracturing proceeds in layers. Around the shaft, the angle between the
direction of the local major principal stress and the tangential direction is very
small (between 0� and 4�) before the start of the fracturing process. Fracturing
causes a re-orientation of the principal stress directions in the immediate vicinity
of the fractured area. Locally, the major principal stress becomes sub-parallel to
the major fractures situated at the outside of the fractured zone. In the situation
shown in Fig. 7a, a re-orientation of the stresses has already taken place. In the
successive stages shown in Figs. 7b, 7c and 7e, new, almost continuous fractures
(indicated by an arrow) begin to develop at the outside of the fractured zone. In
Figs. 7d and 7f, the zone delineated by these fractures formed in Figs. 7c and 7e
respectively, undergoes further fracturing. Most of the fractures initiate in and
around the area subjected to the largest compressive stress. A few cracks are ini-
tiated at the shaft wall, but they do not develop into major fractures delineating
the dog-ear as predicted by the standard failure theory.

4.3 Failure Type and Crack Orientation

The direction of each activated element is determined to study whether the frac-
tures have a preferential orientation with respect to the shaft perimeter. This
direction is compared to the tangential direction in the centre of the activated ele-
ment (Fig. 8). The histogram of the activated element directions was split up
according to the failure mechanism. Nearly half of the activated elements fail in
shear. The orientation of these elements form two distinct populations (Fig. 9a)
with peaks at �35� and 25�. The orientation of two thirds of the elements that
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Fig. 7a–f. Fracturing sequence during successive calculation steps (same far field boundary conditions
and zero support pressure). The arrows indicate the new almost continuous fractures that are formed
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Fig. 8. Definition of direction h between an activated element and the tangential direction

 

 

Fig. 9a,b. Orientation of activated elements, a shear, b tension
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fail in tension ranges between �40� and 25� (Fig. 9b). A second much smaller
population of the elements failing in tension are more or less radially oriented
(jhj > 80�). The radially oriented cracks are mainly found in the intensely frac-
tured areas. They are generally some of the last fractures formed in such areas, as
slender slabs of material buckle. A series of such radial fractures can be seen in
Fig. 5 between the shaft perimeter and the long almost continuous fracture just
beyond the perimeter. In this process, the radial fractures are breaking up thin
curved slabs. Both before and after fracture growth, the orientation of the major
principal stresses does not deviate much from the tangential direction in the
vicinity of the shaft.

4.4 Mesh Density

The influence of the mesh size and the flaw density on the fracture pattern is illus-
trated with a series of simulations of the fracturing process around the shaft
(Fig. 10). These simulations also illustrate the improvement of the quality of the
simulated fracture pattern with a reduction in mesh size.

The fracture pattern shown in Fig. 10a, is the same as in Fig. 6. It has been
discussed in detail in the previous sections. This simulation makes use of a rela-
tively fine grid. Expressed into absolute sizes, the 0.0178 ratio of the element to
radius size (Table 2) corresponds to 89 mm elements for a 10-m diameter shaft
and to 27 mm for a 3-m diameter shaft. The simulations resulting in the fracture
pattern shown in the Figs. 10b to 10d make use of the same relatively coarse grid
(Table 2). In terms of a 10-m and a 3-m diameter shaft, the 0.0548 ratio corre-
sponds to 274 mm and 82 mm elements respectively. The main di¤erence between
the simulation shown in Fig. 10b and the other simulations, is the flaw density.
The parameters in the flaw generator for this model are such that the percentage of
flaws is doubled. For Figs. 10c and 10d, the di¤erence between the element mesh
subjected to the simulation is solely due to the random flaw generation.

Figures. 10a and 10b are qualitatively similar and both simulate the dog-ear
and the surrounding fracturing relatively well. The main di¤erence lies in the size
of the elements. An investigation into the fracturing sequence of Fig. 10b also
shows that the fracturing happens in a cyclic layer-like manner. However, in Fig.
10b, the resulting pattern is coarser (196 activated elements against 1075 ele-
ments), while the simulation time is 70 times smaller.

While the fracture pattern depicted in Fig. 10c still suggests that fracturing
mainly occurs in the area of maximum compression, the fracturing pattern in Fig.
10d does not show any resemblance with the observed fracture patterns. From
Fig. 10d, it could be wrongfully inferred that fracturing around the shaft occurs in
a small ring of almost constant width. The reason for the large di¤erence in frac-
ture pattern between Figs. 10c and 10d and for the poor result of Fig. 10d in par-
ticular, lies in the lack of suitable fracture initiation points and fracture growth
possibilities.

It can be concluded that the development of the fracture pattern in the simu-
lations depends largely on the availability of su‰cient fracture growth paths and
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fracture nucleation sites in the critically stressed zone. It should be clear that the
question of the required mesh size is related to the size of the zone in which frac-
turing can initially develop rather than to the over-all size of the configuration
modelled.

Fig. 10a–d. Influence of element size and flaw density on the simulation of the final fracture pattern
around the circular shaft (see Table 2). a Reference; b Increased element size; increased flaw density;

c Increased element size; case 1; d Increased element size; case 2

Table 2. Mesh characteristics used in the simulations depicted in Fig. 10

Fig. 10a Fig. 10b Fig. 10c Fig. 10d

Number of elements 11704 5233 5233 5233
Ratio element size to radius 0.0178 0.0548 0.0548 0.0548
Standard deviation 0.0047 0.0144 0.0144 0.0144
% flaws 11.91 24.91 12.36 11.82

B. Van de Steen et al.158



5. Discussion and Conclusions

In this study, attention was focused on qualitative aspects of the fracturing pat-
tern, and less attention was paid to quantitative aspects such as the slab width, the
depth of the dog-ear, etc. A qualitative agreement is obtained between the frac-
turing in horizontal planes around a vertical shaft, and the DIGS simulations. The
dog-earing and the ellipse-shaped fracturing zone around the shaft are recovered
in the simulations. The magnitude and the orientation of the principal stresses
around the opening change as the fractured zone develops. This re-orientation is
the direct cause that the fractures seem to curve tangentially away from the shaft
perimeter in the sh direction to form a wedge, known as a dog-ear. The analysis of
the failure mechanism indicates that at the scale the material is modelled, both
tensile failure and shear failure play a role in the fracturing process.

On the basis of the DIGS simulations, it is concluded that the fracturing lead-
ing to dog-earing is caused by a splitting failure-type mechanism. The position of
the fracture nucleation sites and the considerable role played by the tensile failure
mechanism are strong indicators of this mechanism. Fractures are generated in the
zone close to the tip of the dog-ear. They are not the consequence of a shear
mechanism starting from the shaft wall. The simulations further show that it is a
cyclic process and that a splitting failure mechanism is accompanied by an exten-
sion of both the width and the depth of the dog-ear.

In selecting the appropriate element size for the simulations, it must be ensured
that the number of elements in the critically stressed zone is large enough for the
fracture to develop. A balance has to be found between the number of elements
and the flaw density. This should ensure that the probability of fractures nucleat-
ing and growing in the critically stressed area approaches one. The failure mech-
anism and the size of the zones in which fractures develop rather than the size of
the configuration as a whole determines the required element size.
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