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Abstract   The identification of network attacks in real-time is becoming increasingly important. Most Artificial 

Intelligence (AI) applications use machine learning to do the classification of attack types but the advantage of an 

ontological approach is that automated reasoning is the underpinning theory rather than automated learning. 

Automated reasoners allow automated classification and this powerful feature is the basis for the developing of 

an early warning system for active network attacks.  In this paper, the authors describe how to employ Semantic 

Technologies by building an ontology to identify network attack types in order to support the automated 

classification of current network attacks by recognising relevant properties which are then mapped to relevant 

attack scenarios depicted in the ontology. The ontology engineering guidelines provided by Noy and McGuinness 

(2001) were used to build the ontology. The classes and relationships of the ontology are described formally and 

implemented in Protégé, an ontology editor. A core class in the ontology is the Attack Scenario class that 

represents different types of network attacks, for example, a Denial of Service attack. The ontology is evaluated 

by showing two examples of real attacks that correctly classified by the presented ontology. The presented 

ontology is to be expanded in future work. The aim of this paper is not to present a complete network attack 

ontology, but rather to present a proof of the concept of how to formally describe such an ontology, with the view 

to providing a baseline for future development of details. Row examples are explored to demonstrate how specific 

instances of attacks are classified using the ontology. 
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Introduction 

When there are indications that a network is being attacked, it is essential to be able to classify the type of attack 

quickly so that measures can be employed to counter the attack efficiently. Balepin et al. (2003) noted almost two 

decades ago that the increasing speed of computer attacks results in a need for quick responses that match and can 

contain these evolutionary attacks. It is becoming increasingly important to employ technologies that are able to 

identify relevant relationships in big volumes of data in almost real time. Machine learning is a popular approach 

to classify network attacks but Semantic Technologies provide an alternative approach to address this problem in 

the form of ontologies. An ontology can be described as a technology that allows the representation of a formal, 

shared knowledge base of the core concepts of a specific domain while providing a means to store the meaning 

of the concepts and the relationships used in describing the domain. Gruber (1993) defines an ontology as: “a 

specification of a representational vocabulary for a shared domain of discourse - definitions of classes, relations, 

functions, and other objects...". Noy and McGuinness (2001) states that “Classes are the focal point of ontologies, 

and can be divided into sub-classes which represent more detailed concepts." Automated reasoners are used in 

conjunction with ontologies to make inferences. 



A number of researchers have created ontologies for network and information security but the use of ontologies 

to classify network attack types is still an emerging field. Velasco and Rodriguez (2017) provides a thorough 

overview of network and information security ontologies and indicate which of the ontologies include attacks as 

an aspect. In Section 2 of this paper, the authors list the related works and describe in which aspect of the presented 

ontology these works are relative.   

The authors define and implement an ontology which contains a taxonomy of different types of attack scenarios 

in this paper. The main contribution of this work is the formal description of the classes and their relations within 

the ontology by using set theory notation. The motivation for these detailed descriptions is so that practitioners 

from different disciplines are able to understand the notation without the need to learn the formal languages 

commonly used to build ontologies. The authors have noted that the learning curve in Semantic Technologies is 

often a reason for hesitance to adopt these emerging technologies.   

The authors’ intent is for the presented network attack ontology to be further expanded and support a future system 

for automated identification of a network attack in progress. This  should be done by recognising features of an 

ongoing attack that are similar to the attack scenarios described in the ontology. Automated reasoners have been 

used to do the classification of attacks in progress into identified attack types, and it thus necessary to describe 

the contents of the ontology formally for a correct implementation. 

The motivation for developing an ontology is to provide a knowledge base for common understanding and 

structuring of relevant information, and the content can be shared with humans and computers. In an ontology 

domain knowledge is separated from operational knowledge. Ontologies allows the capability to attach meaning 

to the concepts and relationship that describe the domain. The formal languages in which ontologies are presented 

have well-defined semantics which can be employed by powerful reasoning tools. The reasoning ability of a 

mature network attack ontology will enable intelligent automated classification of a current network attack. 

In Section 2, the taxonomy on which the presented ontology is based, is discussed. This is followed in Section 3 

by description of the Network Attack ontology. Examples of two real attacks (also referred to as individuals in an 

ontology) are discussed in Section 4. Section 5 contains the conclusion and considers future work by discussing 

how this work can be applied to identify network attack scenarios in the future. 

Taxonomy 

A synopsis of the taxonomy, on which our Network Attack ontology is based, is given in this section. The detail 

of this taxonomy is contained in van Heerden et al. (2012a). The authors’ decisions on the modelling of the class 

hierarchy are based on their experience, their preferences and other network attack ontologies. Brief discussions 

to clarify these decisions are given throughout this section. Only the Actor, Actor Location and Aggressor sub-

classes are shown in detail (Figures 1, 2 and 3). For more detail on the remaining sub-classes refer to van Heerden 

et al. (2012a). The taxonomy consists of the following base classes: 

 The Actor class represents an individual or a group that is actively engaged in an attack (Figure 1). This class 

represents the individual or group that executes the attack, not the entity who instigated the attack. This class 

was derived based on the work of the following researchers: Simmonds et al. (2004); Rounds and Pendgraft 

(2009); Taylor (2001); Magklaras and Furnell (2001); Spitzner (2000). 

 The Actor Location class represents the actual )physical) location from where an attack is/was performed 

(Figure2). This can be the country or state where the attack was initiated, and this class is based on the 

definitions of Undercoffer et al. (2004). 

 The Aggressor class represents the individual of group that is the mastermind behind the attack. This entity can 

be the actor or the entity that instructs the actor to attack a network (Figure 3). For example, a number of 

authors suggested that China, France, Japan, Russia, Israel, Germany and South Korea engage in economic 

espionage via the Internet and employing computer network attacks (Burstein (2009); Brenner and Crescenzi 

(2006); Joyal (1996); Kshetri (2005); and Kim (2018)). These states are regarded as the Aggressor in the 

archives. 



 

Figure 1 Actor Class 

 The Asset class represents a non-personalised item that is being attacked; it allows the representation of 

different types of assets that can be attacked. Examples of such assets are information (stored data), a system, 

or network infrastructure. 

 The Attack Goal class represents the objective that the Aggressor wants to achieve. The first few objectives 

correspond with the traditional CIA+ information security principles (Confidentiality, Availability, Integrity 

and Authentication). These objectives are similar to those mentioned by Simmonds et al. (2004) in his outcome 

class. The “Springboard for other attack” objective represents any instance where the network being attacked 

serves only as an intermediary node for attacks on another network. 

 The Attack Mechanism class represents the approach (or the methodology that is used) of the attack. This class 

is related to vulnerability maps and attack vectors developed by the following researchers: Hansman (2003); 

Lee et al. (2003); Long (2007); Mookhey and Burghate (2004); Simmonds et al. (2004); Vasudevan and 

Yerraballi (2006). 

 The Automation Level class represents the degree to which an attack can be automatically pre-programmed 

relative to the level of manual work that is required during the attack. The sub-classes are based on the 

taxonomy of Mirkovic and Reiher (2004). 

 The Effect class represents the impact of an attack. Null means the target was not affected, Minor means the 

target can recover from the damage caused by the attack, and Major means the target cannot recover from the 

damage. Catastrophic means the damage is so severe that the target stops operating. An example of catastrophic 

damage is the declaration of bankruptcy. Similar classes were developed by Mirkovic and Reiher (2004).  

 The Motivation class represents the incentive for the attack. Rounds and Pendgraft (2009); Gandhi et al. (2011); 

Pogrebna and Skilton (2019) developed similar motivation classes. 

 The Phase class represents the temporal attack stages. These stages were identified by an evaluation of phases 

that appear commonly during attacks (Grant et al. (2007); Nachenberg (2012)). 

 The Sabotage class represents the form of damage or type of loss that has been caused by an attack. Financial 

sabotage represents some monetary loss; Physical sabotage represents physical damage caused to hardware; 

and Virtual sabotage represents the loss of computer resources (examples are processing power, memory or 

bandwidth). The loss of Reputation is not a measurable and it is not tangible, but it may result in other further 

problems for a company in the future, and the damage is typically ongoing. 



 The Scope class refers to the type of network that is being attacked. The type of networks are Corporate 

Network (networks that are controlled by private organisations), Government Network (networks that are 

controlled by government departments) and Private Network (a network that serves an individual in his/her 

private capacity). 

 The Scope Size class represents the size of the network being attacked. Global Network represents the case 

when an attack affects a significant portion of the Internet or several countries. Large  Network represents big 

corporations or large Government networks. It is difficult to precisely define the difference between a small, a 

medium or a large network, and the separation between these subclasses is subjective. The Single size present 

an attack on a single person or on a single computer. 

 The Target class represents the physical devices that are targets in an attack, for example, Server, Desktop, 

Network Infrastructure or SCADA. This class is based on a similar class by Hansman (2003);Krebs (2009) 

methods to monetize value from Personal Computers. 

 The Vulnerability class represents the weakness that is exploited in an attack. This class was based on a 

vulnerability map developed by Simmonds et al. (2004) and a vulnerability list from Undercoffer et al. (2004). 

 The Attack Scenario class represents categories of different types of attacks. These scenarios were original 

presented and expanded by van Heerden et al. (2012a,b). The scenarios are: Denial of Service Scenario, 

Industrial Espionage, Web Defacement, Snooping for Secrets, Financial Theft, Amassing Computer Resources, 

Industrial Sabotage, Cyber Warfare and Runaway Malware. 

 

Figure 2 Actor Location Class 

 

Figure 3 Aggressor Class 



Formal Description of Network Attack Ontology 

In this Section each class and their relation in the ontology is mathematically defined. An ontology can be defined 

as a 4-tuple (Scharffe and de Bruijn (2005); Chaudhri et al. (1998); Zhai et al. (2009)): 

O =< C, R, I, A > where 

O is an ontology; 

C is a set of concepts defined for the domain; 

R is a set of binary semantic relations defined between concepts in C; 

I is a set of Instances and where each instance can be one individual or one or more classes linked to by relations 

(Davies et al. (2006)); 

A is a set of axioms. 

An axiom is a real fact or reasoning rule, while a concept is considered to be a class in an ontology. The definition 

also assumes there is an implicit assumption of a set, D, that represents the domain of interest. It follows that: 

 

𝐶 ⊆ 𝐷 (1) 

𝑅 ⊆ 𝐷 × 𝐷 (2) 

The network ontology is defined in Statement 3: 

𝑁𝐴 =<  𝐶𝑁𝐴, 𝑅𝑁𝐴, 𝐼𝑁𝐴, 𝐴𝑁𝐴 > (3) 

where NA defines an ontology related to network attack. 

The set of concepts (or base classes), CNA, is described in Section 3.1. In Section 3.2 we define all the relations 

between the concepts, i.e. the set RNA. An example of an individual is discussed in Section 4. Axioms will be 

addressed in future work. 

Network Attack Concepts 

The subsets of the set CNA are shown in Statement 4 and contains all the base classes of the taxonomy described 

in Section 2. 

𝐴𝑐𝑡𝑜𝑟, 𝐴𝑐𝑡𝑜𝑟𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝐴𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟, 𝐴𝑠𝑠𝑒𝑡, 𝐴𝑡𝑡𝑎𝑐𝑘𝐺𝑜𝑎𝑙, 𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚, 

 𝐴𝑡𝑡𝑎𝑐𝑘𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜, 𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛 𝐿𝑒𝑣𝑒𝑙, 𝐸𝑓𝑓𝑒𝑐𝑡, 𝑀𝑜𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛, 𝑃ℎ𝑎𝑠𝑒, 𝑆𝑎𝑏𝑜𝑡𝑎𝑔𝑒,  

𝑆𝑐𝑜𝑝𝑒, 𝑆𝑐𝑜𝑝𝑒 𝑆𝑖𝑧𝑒, 𝑇𝑎𝑟𝑔𝑒𝑡, 𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ⊆  𝐶𝑁𝐴 (4) 

The 16 subsets of CNA are defined in the following statements: 5, 9, 10, 12, 13, 14, 20, 21, 22, 23, 25, 27, 28, 29, 

30 and 31. Some of these subsets are defined in more detail below. The class Actor and its sub-classes as displayed 

in Figure 1 are presented in statements 5 to 8. 

 

𝐺𝑟𝑜𝑢𝑝𝐴𝑐𝑡𝑜𝑟, 𝐻𝑎𝑐𝑘𝑒𝑟𝐴𝑐𝑡𝑜𝑟, 𝐼𝑛𝑠𝑖𝑑𝑒𝑟𝐴𝑐𝑡𝑜𝑟, 𝑈𝑛𝑘𝑛𝑜𝑤𝑛𝐴𝑐𝑡𝑜𝑟 ⊆  𝐴𝑐𝑡𝑜𝑟 (5) 

𝐺𝑟𝑜𝑢𝑝𝐴𝑐𝑡𝑜𝑟, 𝐻𝑎𝑐𝑘𝑒𝑟𝐴𝑐𝑡𝑜𝑟, 𝐼𝑛𝑠𝑖𝑑𝑒𝑟𝐴𝑐𝑡𝑜𝑟, 𝑈𝑛𝑘𝑛𝑜𝑤𝑛𝐴𝑐𝑡𝑜𝑟 ⊆  𝐴𝑐𝑡𝑜𝑟 (6) 

𝑆𝑐𝑟𝑖𝑝𝑡𝐾𝑖𝑑𝑑𝑦, 𝑆𝑘𝑖𝑙𝑙𝑒𝑑𝐻𝑎𝑐𝑘𝑒𝑟 ⊆  𝐻𝑎𝑐𝑘𝑒𝑟𝐴𝑐𝑡𝑜𝑟 (7) 

𝐴𝑑𝑚𝑖𝑛𝑖𝑠𝑡𝑟𝑎𝑡𝑜𝑟, 𝑁𝑜𝑟𝑚𝑎𝑙𝑈 𝑠𝑒𝑟 ⊆  𝐼𝑛𝑠𝑖𝑑𝑒𝑟 (8) 

The class Actor Location and its sub-classes as displayed in Figure 2 are presented in statement 9. 

𝐼𝑛𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒, 𝐿𝑜𝑐𝑎𝑙, 𝐹𝑜𝑟𝑒𝑖𝑔𝑛 ⊆  𝐴𝑐𝑡𝑜𝑟𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 (9) 

The class Aggressor and a sub-class Commercial are described in statements 10 and 11. 

𝑆𝑡𝑎𝑡𝑒, 𝐶𝑜𝑚𝑚𝑒𝑟𝑐𝑖𝑎𝑙, 𝐼𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙, 𝑆𝑒𝑙𝑓𝐼𝑛𝑠𝑡𝑖𝑔𝑎𝑡𝑜𝑟, 𝑈𝑛𝑘𝑛𝑜𝑤𝑛 ⊆  𝐴𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟 (10) 

𝐹𝑙𝑎𝑠ℎ𝑀𝑜𝑏, 𝑂𝑟𝑔𝑎𝑛𝑖𝑠𝑒𝑑𝐺𝑟𝑜𝑢𝑝 ⊆  𝐶𝑜𝑚𝑚𝑒𝑟𝑐𝑖𝑎𝑙 (11) 

The classes Asset, AttackGoal and AttackMechanism are described in statement 12 to 14. Statements 15 to 19 

give more detail regarding the sub-classes of Attack Mechanism. 



𝐴𝑐𝑐𝑒𝑠𝑠, 𝐷𝑎𝑡𝑎, 𝑁𝑒𝑡𝑤𝑜𝑟𝑘, 𝑆 𝑦𝑠𝑡𝑒𝑚 ⊆  𝐴𝑠𝑠𝑒𝑡 (12) 

𝑆𝑝𝑟𝑖𝑛𝑔𝑏𝑜𝑎𝑟𝑑𝑓𝑜𝑟𝑂𝑡ℎ𝑒𝑟𝐴𝑡𝑡𝑎𝑐𝑘, 𝑆𝑡𝑒𝑎𝑙𝐷𝑎𝑡𝑎, 𝐷𝑖𝑠𝑟𝑢𝑝𝑡, 𝐶ℎ𝑎𝑛𝑔𝑒𝐷𝑎𝑡𝑎 ⊆  𝐴𝑡𝑡𝑎𝑐𝑘𝐺𝑜𝑎𝑙 (13) 

𝑆𝑝𝑟𝑖𝑛𝑔𝑏𝑜𝑎𝑟𝑑𝑓𝑜𝑟𝑂𝑡ℎ𝑒𝑟𝐴𝑡𝑡𝑎𝑐𝑘, 𝑆𝑡𝑒𝑎𝑙𝐷𝑎𝑡𝑎, 𝐷𝑖𝑠𝑟𝑢𝑝𝑡, 𝐶ℎ𝑎𝑛𝑔𝑒𝐷𝑎𝑡𝑎 ⊆  𝐴𝑡𝑡𝑎𝑐𝑘𝐺𝑜𝑎𝑙 (14) 

𝑂𝑝𝑒𝑛𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛, 𝑆𝑐𝑎𝑛𝑛𝑖𝑛𝑔 ⊆  𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛𝐺𝑎𝑡ℎ𝑒𝑟𝑖𝑛𝑔 (15) 

𝑆𝑜𝑐𝑖𝑎𝑙𝐸𝑛𝑔𝑖𝑛𝑒𝑒𝑟𝑖𝑛𝑔, 𝑆𝑝𝑒𝑎𝑟𝑃ℎ𝑖𝑠ℎ𝑖𝑛𝑔, 𝐵𝑟𝑢𝑡𝑒𝐹𝑜𝑟𝑐𝑒, 𝐵𝑢𝑓𝑓𝑒𝑟𝑂𝑣𝑒𝑟 𝑓𝑙𝑜𝑤 ⊆  𝐴𝑐𝑐𝑒𝑠𝑠𝐴𝑡𝑡𝑎𝑐𝑘 (16) 

𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝐵𝑎𝑠𝑒𝑑, 𝑉𝑖𝑟𝑢𝑠, 𝑊𝑒𝑏𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 ⊆  𝐷𝑎𝑡𝑎𝑀𝑎𝑛𝑖𝑝𝑢𝑙𝑎𝑡𝑒 (17) 

𝑇𝑟𝑜𝑗𝑎𝑛𝑉𝑖𝑟𝑢𝑠, 𝑊𝑜𝑟𝑚𝑉𝑖𝑟𝑢𝑠, 𝑇𝑟𝑎𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙𝑉𝑖𝑟𝑢𝑠 ⊆  𝑉𝑖𝑟𝑢𝑠 (18) 

𝐶𝑟𝑜𝑠𝑠𝑆𝑖𝑡𝑒𝑆𝑐𝑟𝑖𝑝𝑡𝑖𝑛𝑔𝑊𝑒𝑏𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛, 𝑆𝑄𝐿𝐼𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 ⊆  𝑊𝑒𝑏𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 (19) 

Statements 20 to 23 describe AttackScenario, AutomationLevel , Effect and Motivation. Statement 24 describe a 

sub-class of Motivation, namely Ethical. 

 

𝐷𝑒𝑛𝑖𝑎𝑙𝑜𝑓𝑆𝑒𝑟𝑣𝑖𝑐𝑒, 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑎𝑙𝐸 𝑠𝑝𝑖𝑜𝑛𝑎𝑔𝑒, 

𝑊𝑒𝑏𝐷𝑒𝑓𝑎𝑐𝑒𝑚𝑒𝑛𝑡, 𝑆𝑛𝑜𝑜𝑝𝑖𝑛𝑔𝑓𝑜𝑟𝑆𝑒𝑐𝑟𝑒𝑡𝑠, 

𝐹𝑖𝑛𝑎𝑛𝑐𝑖𝑎𝑙𝑇ℎ𝑒𝑓𝑡, 𝐴𝑚𝑎𝑠𝑠𝑖𝑛𝑔𝐶𝑜𝑚𝑝𝑢𝑡𝑒𝑟𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠, 

𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑎𝑙𝑆𝑎𝑏𝑜𝑡𝑎𝑔𝑒, 𝐶𝑦𝑏𝑒𝑟𝑊𝑎𝑟𝑓𝑎𝑟𝑒, 𝑅𝑢𝑛𝑎𝑤𝑎𝑦𝑀𝑎𝑙𝑤𝑎𝑟𝑒 ⊆  𝐴𝑡𝑡𝑎𝑐𝑘𝑆 𝑐𝑒𝑛𝑎𝑟𝑖𝑜 (20) 

𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑐, 𝑆𝑒𝑚𝑖𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑐, 𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑐 = ⊆  𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛𝐿𝑒𝑣𝑒𝑙 (21) 

𝑁𝑢𝑙𝑙, 𝑀𝑖𝑛𝑜𝑟, 𝑀𝑎𝑗𝑜𝑟, 𝐶𝑎𝑡𝑎𝑠𝑡𝑟𝑜𝑝ℎ𝑖𝑐 ⊆  𝐸𝑓𝑓𝑒𝑐𝑡 (22) 

𝐶𝑟𝑖𝑚𝑖𝑛𝑎𝑙, 𝐹𝑖𝑛𝑎𝑛𝑐𝑖𝑎𝑙, 𝐹𝑢𝑛, 𝐸𝑡ℎ𝑖𝑐𝑎𝑙 ⊆  𝑀𝑜𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 (23) 

𝐸𝑠𝑝𝑖𝑜𝑛𝑎𝑔𝑒, 𝑃𝑜𝑙𝑖𝑡𝑖𝑐𝑎𝑙, 𝑉𝑖𝑔𝑖𝑙𝑎𝑛𝑡𝑖𝑠𝑚 ⊆  𝐸𝑡ℎ𝑖𝑐𝑎𝑙 (24) 

Statement 25 describes the Phase subset of CNA whilst Statement 26 gives more information on a subset of Phase, 

Attack. 

𝑇𝑎𝑟𝑔𝑒𝑡𝐼𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛, 𝑅𝑒𝑐𝑜𝑛𝑛𝑎𝑖𝑠𝑠𝑎𝑛𝑐𝑒, 𝐴𝑡𝑡𝑎𝑐𝑘, 𝑃𝑜𝑠𝑡𝐴𝑡𝑡𝑎𝑐𝑘 ⊆  𝑃ℎ𝑎𝑠𝑒 (25) 

𝑅𝑎𝑚𝑝𝑈𝑝, 𝐷𝑎𝑚𝑎𝑔𝑒, 𝑅𝑒𝑠𝑖𝑑𝑢𝑒 ⊆  𝐴𝑡𝑡𝑎𝑐𝑘 (26) 

Statements 27 - 30 address the classes Sabotage, Scope, ScopeSize and Target. 

𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝐿𝑜𝑠𝑠, 𝐹𝑖𝑛𝑎𝑛𝑐𝑖𝑎𝑙𝐿𝑜𝑠𝑠, 𝑃ℎ𝑦𝑠𝑖𝑐𝑎𝑙𝑆𝑎𝑏𝑜𝑡𝑎𝑔𝑒, 𝑅𝑒𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝐿𝑜𝑠𝑠, 𝑆𝑒𝑐𝑟𝑒𝑡𝐿𝑜𝑠𝑠, 𝑉𝑖𝑟𝑡𝑢𝑎𝑙 

⊆  𝑆𝑎𝑏𝑜𝑡𝑎𝑔𝑒 (27) 

𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛𝐼𝑛𝑓𝑟𝑎𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒, 𝐶𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑒, 𝐺𝑜𝑣𝑒𝑟𝑛𝑚𝑒𝑛𝑡, 𝐼𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙𝑆𝑐𝑜𝑝𝑒, 𝑀𝑖𝑙𝑖𝑡𝑎𝑟𝑦, 𝐴𝑙𝑙𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑠 

⊆  𝑆𝑐𝑜𝑝𝑒 (28) 

𝐺𝑙𝑜𝑏𝑎𝑙, 𝐿𝑎𝑟𝑔𝑒, 𝑀𝑒𝑑𝑖𝑢𝑚, 𝑆𝑚𝑎𝑙𝑙, 𝑆𝑖𝑛𝑔𝑙𝑒 ⊆  ScopeSize (29) 

𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝐼𝑛𝑓𝑟𝑎𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒, 𝑃𝐶, 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑎𝑙𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡, 𝑆𝑒𝑟𝑣𝑒𝑟 ⊆  𝑇𝑎𝑟𝑔𝑒𝑡 (30) 

The last subset of CNA, Vulnerability, is described in statement 31 and its sub-classes in statements 32 - 34. 

𝐶𝑜𝑛𝑓𝑖𝑔, 𝐷𝑒𝑠𝑖𝑔𝑛, 𝐼𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 ⊆  𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (31) 

𝐴𝑐𝑐𝑒𝑠𝑠𝑅𝑖𝑔ℎ𝑡𝑠, 𝐷𝑒𝑓𝑎𝑢𝑙𝑡𝑆𝑒𝑡𝑢𝑝 ⊆  𝐶𝑜𝑛𝑓𝑖𝑔 (32) 

𝑂𝑝𝑒𝑛𝐴𝑐𝑐𝑒𝑠𝑠, 𝑃𝑟𝑜𝑡𝑜𝑐𝑜𝑙𝐸𝑟𝑟𝑜𝑟 ⊆  𝐷𝑒𝑠𝑖𝑔𝑛 (33) 

𝐵𝑢𝑓𝑓𝑒𝑟𝑂𝑣𝑒𝑟𝑓𝑙𝑜𝑤, 𝑅𝑎𝑐𝑒𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛, 𝐸𝑛𝑡𝑟𝑦𝐹𝑖𝑒𝑙𝑑, 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑇𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘𝑖𝑛𝑔 ⊆  𝐼𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 (34) 

Relations 

A major advantage of an ontology is that it can represent the meaning of concepts and relationships in a selected 

domain. A taxonomy is a hierarchical classification of concepts in the selected domain, but an ontology also 

includes the relationships linking the concepts. In this section, the authors describe the relationships between the 



classes in the ontology in the form of mathematical relations. Statement 35 defines the set RNA whilst statements 

36 to 51 define the elements of RNA, i.e. the relations. 

 

𝑅𝑁𝐴 =  {ℎ𝑎𝑠𝐴𝑐𝑡𝑜𝑟, ℎ𝑎𝑠𝐴𝑐𝑡𝑜𝑟𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛, ℎ𝑎𝑠𝐴𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟, ℎ𝑎𝑠𝐴𝑠𝑠𝑒𝑡, 

 ℎ𝑎𝑠𝐴𝑡𝑡𝑎𝑐𝑘𝐺𝑜𝑎𝑙, ℎ𝑎𝑠𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚, ℎ𝑎𝑠𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛𝐿𝑒𝑣𝑒𝑙, 

ℎ𝑎𝑠𝐸𝑓𝑓𝑒𝑐𝑡, ℎ𝑎𝑠𝑀𝑜𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛, ℎ𝑎𝑠𝑃ℎ𝑎𝑠𝑒, ℎ𝑎𝑠𝑆𝑎𝑏𝑜𝑡𝑎𝑔𝑒, ℎ𝑎𝑠𝑆𝑐𝑜𝑝𝑒, 

 ℎ𝑎𝑠𝑆𝑐𝑜𝑝𝑒𝑆𝑖𝑧𝑒, ℎ𝑎𝑠𝑇𝑎𝑟𝑔𝑒𝑡ℎ𝑎𝑠𝑉𝑢𝑙𝑛𝑒𝑟`𝑎𝑏𝑖𝑙𝑖𝑡𝑦, 𝑢𝑠𝑒𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦} (35) 

ℎ𝑎𝑠𝐴𝑐𝑡𝑜𝑟 ⊆  𝐴𝑡𝑡𝑎𝑐𝑘𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 ×  𝐴𝑐𝑡𝑜𝑟 (36) 

ℎ𝑎𝑠𝐴𝑐𝑡𝑜𝑟𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 ⊆  𝐴𝑐𝑡𝑜𝑟 ×  𝐴𝑐𝑡𝑜𝑟𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 (37) 

ℎ𝑎𝑠𝐴𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟 ⊆  𝐴𝑐𝑡𝑜𝑟 ×  𝐴𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟 (38) 

ℎ𝑎𝑠𝐴𝑠𝑠𝑒𝑡 ⊆  𝑇𝑎𝑟𝑔𝑒𝑡 ×  𝐴𝑠𝑠𝑒𝑡 (39) 

ℎ𝑎𝑠𝐴𝑡𝑡𝑎𝑐𝑘𝐺𝑜𝑎𝑙 ⊆  𝐴𝑐𝑡𝑜𝑟 ×  𝐴𝑡𝑡𝑎𝑐𝑘𝐺𝑜𝑎𝑙 (40) 

ℎ𝑎𝑠𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚 ⊆  𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚 ×  𝑃ℎ𝑎𝑠𝑒 (41) 

ℎ𝑎𝑠𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛𝐿𝑒𝑣𝑒𝑙 ⊆  𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛𝐿𝑒𝑣𝑒𝑙 ×  𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚 (42) 

ℎ𝑎𝑠𝐸𝑓𝑓𝑒𝑐𝑡 ⊆  𝑆𝑎𝑏𝑜𝑡𝑎𝑔𝑒 ×  𝐸𝑓𝑓𝑒𝑐𝑡 (43) 

ℎ𝑎𝑠𝑀𝑜𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 ⊆  𝐴𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟 ×  𝑀𝑜𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 (44) 

ℎ𝑎𝑠𝑃ℎ𝑎𝑠𝑒 ⊆  𝑃ℎ𝑎𝑠𝑒 ×  𝐴𝑡𝑡𝑎𝑐𝑘𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 (45) 

ℎ𝑎𝑠𝑆𝑎𝑏𝑜𝑡𝑎𝑔𝑒 ⊆  𝐴𝑠𝑠𝑒𝑡 ×  𝑆𝑎𝑏𝑜𝑡𝑎𝑔𝑒 (46) 

ℎ𝑎𝑠𝑆𝑐𝑜𝑝𝑒 ⊆  𝐴𝑡𝑡𝑎𝑐𝑘𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 ×  𝑆𝑐𝑜𝑝𝑒 (47) 

ℎ𝑎𝑠𝑆𝑐𝑜𝑝𝑒𝑆𝑖𝑧𝑒 ⊆  𝑆𝑐𝑜𝑝𝑒 ×  𝑆𝑐𝑜𝑝𝑒𝑆𝑖𝑧𝑒 (48) 

ℎ𝑎𝑠𝑇𝑎𝑟𝑔𝑒𝑡 ⊆  𝐴𝑡𝑡𝑎𝑐𝑘𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 ×  𝑇𝑎𝑟𝑔𝑒𝑡 (49) 

ℎ𝑎𝑠𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ⊆  𝑇𝑎𝑟𝑔𝑒𝑡 ×  𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (50) 

𝑢𝑠𝑒𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ⊆  𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚 ×  𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (51) 

Constraints on Classes 

In this section, the set AttackScenario (AS) is described (refer to Figure 4). The symbol ∃ is the first order 

existential quantifier: there exists at least one element. The symbol ∋ is used to express the words: such that. The 

symbol ∈ represents the classical set theory operator: element of. The symbol ∧ represents the logical operator: 

and. We now present (statement 52) a constrained definition of the set AttackScenario. 

 

𝐴𝑆 =  {𝑥|(∃𝑧 ∈  𝑆 𝑐𝑜𝑝𝑒 ∋  (𝑥, 𝑧)  ∈  ℎ𝑎𝑠𝑆 𝑐𝑜𝑝𝑒) ∧  (∃𝑣 ∈  𝐴𝑐𝑡𝑜𝑟 ∋  (𝑥, 𝑣)  ∈  ℎ𝑎𝑠𝐴𝑐𝑡𝑜𝑟) ∧ (∃𝑤 ∈

 𝑃ℎ𝑎𝑠𝑒 ∋  (𝑥, 𝑤)  ∈  ℎ𝑎𝑠𝑃ℎ𝑎𝑠𝑒) ∧  (∃𝑢 ∈  𝑇 𝑎𝑟𝑔𝑒𝑡 ∋  (𝑥, 𝑢)  ∈  ℎ𝑎𝑠𝑇 𝑎𝑟𝑔𝑒𝑡)} (52) 

In Statement 52, we further constrain the Attack Scenario set with every element x of the set AS , as depicted in 

Figure 5. 

 there exists at least one element z which is a member of the set S cope, and is such that the ordered pair (x, z) 

participates in the relation hasS cope; and 

 there exists at least one element v which is a member of the set Actor, and is such that the ordered pair (x, v) 

participates in the relation hasActor; and 

 there exists at least one element w which is a member of the set Phase, and is such that the ordered pair (x, w) 

participates in the relation hasPhase; and 

 there exists at least one element u which is a member of the set Target, and is such that the ordered pair (x, u) 

participates in the relation hasTarget. 



 

Figure 4 Attack Scenario 

 

Figure 5 Illustration of Statement 52 

Similarly, we define constrain the sets S cope, Actor, Aggressor, Phase, AttackMechanism, Target, Asset and 

Sabotage. 

𝑆𝑐𝑜𝑝𝑒 =  {𝑥|∃𝑦 ∈  𝑆𝑐𝑜𝑝𝑒𝑆𝑖𝑧𝑒 ∋  (𝑥, 𝑦)  ∈  ℎ𝑎𝑠𝑆𝑐𝑜𝑝𝑒𝑆𝑖𝑧𝑒} (53) 

𝐴𝑐𝑡𝑜𝑟 =  {𝑥|(∃𝑧 ∈  𝐴𝑡𝑡𝑎𝑐𝑘𝐺𝑜𝑎𝑙 ∋  (𝑥, 𝑧)  ∈  ℎ𝑎𝑠𝐴𝑡𝑡𝑎𝑐𝑘𝐺𝑜𝑎𝑙) ∧ ∃𝑣 ∈  𝐴𝑐𝑡𝑜𝑟𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 ∋  (𝑥, 𝑣)  ∈

 ℎ𝑎𝑠𝐴𝑐𝑡𝑜𝑟𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛) ∧  (∃𝑤 ∈  𝐴𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟 ∋  (𝑥, 𝑤)  ∈  ℎ𝑎𝑠𝐴𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟)} (54) 

𝐴𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟 =  {𝑥|∃𝑦 ∈  𝑀𝑜𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 ∋  (𝑥, 𝑦)  ∈  ℎ𝑎𝑠𝑀𝑜𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛} (55) 

𝑃ℎ𝑎𝑠𝑒 =  {𝑥|∃𝑦 ∈  𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚 ∋  (𝑥, 𝑦)  ∈  ℎ𝑎𝑠𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚} (56) 

𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚 =  {𝑥|(∃𝑧 ∈  𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛𝐿𝑒𝑣𝑒𝑙 ∋  (𝑥, 𝑧)  ∈  ℎ𝑎𝑠𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛𝐿𝑒𝑣𝑒𝑙) 

∧ (∃𝑦 ∈  𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ∋  (𝑥, 𝑦)  ∈  𝑢𝑠𝑒𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦)} (57) 



𝑇𝑎𝑟𝑔𝑒𝑡 =  {𝑥|(∃𝑧 ∈  𝐴𝑠𝑠𝑒𝑡 ∋  (𝑥, 𝑧)  ∈  ℎ𝑎𝑠𝐴𝑠𝑠𝑒𝑡) ∧ (∃𝑦 ∈  𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ∋  (𝑥, 𝑦)  ∈

 ℎ𝑎𝑠𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦)} (58) 

Asset =  {x|∃y ∈  Sabotage ∋  (x, y)  ∈  hasSabotage} (59) 

𝑆𝑎𝑏𝑜𝑡𝑎𝑔𝑒 =  {𝑥|∃𝑦 ∈  𝐸𝑓𝑓𝑒𝑐𝑡 ∋  (𝑥, 𝑦)  ∈  ℎ𝑎𝑠𝐸𝑓𝑓𝑒𝑐𝑡} (60) 

Denial of Service Scenario 

In this section, we discuss one specific type of network attack, an element of the Attack Scenario class, namely a 

Denial of Service (DoS) attack in more detail. The aim of a DoS attack is to negatively affect the legitimate use 

of a computer network (Houle and Weaver (2001), Wang et al. (2018)). One of the most frequent methods that 

DoS attacks use, is to flood a single network node with network traffic. This flood of traffic will impair normal 

network operations. Distributed Denial of Service (DDoS) attacks disrupt networks by flooding it with traffic 

from a large number of different sources. 

The DenialofService (DoS) scenario set is defined in Statements 61 to 76 (also refer to Figure 6). In Figure 6, the 

sub-classes that are specific to the DenialofService scenario are displayed in light grey. This demonstrates which 

sub-classes are used when the Denial of Service attack scenario is  resented. For example, only the 

OperationalLoss sub-class is used from Sabotage class. 

 

 

Figure 6 Denial of Service Attack Scenario 

𝐷𝑜𝑆 ⊆  𝐴𝑡𝑡𝑎𝑐𝑘𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 (61) 

𝐷𝑜𝑆 =  {𝑥|(∃𝑣 ∈  𝐻𝑎𝑐𝑘𝑒𝑟 ∋  (𝑥, 𝑣)  ∈  ℎ𝑎𝑠𝐴𝑐𝑡𝑜𝑟) ∧ (∃𝑤 ∈  𝐷𝑎𝑚𝑎𝑔𝑒 ∋  (𝑥, 𝑤)  ∈  ℎ𝑎𝑠𝑃ℎ𝑎𝑠𝑒) ∧

(∃𝑢 ∈  𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝐼𝑛 𝑓𝑟𝑎𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 ∋  (𝑥, 𝑢)  ∈  ℎ𝑎𝑠𝑇𝑎𝑟𝑔𝑒𝑡)} (62) 

𝐻𝑎𝑐𝑘𝑒𝑟𝐷𝑜𝑆  ⊆  𝐻𝑎𝑐𝑘𝑒𝑟 ⊆  𝐴𝑐𝑡𝑜𝑟 (63) 

𝐷𝑎𝑚𝑎𝑔𝑒𝐷𝑜𝑆  ⊆  𝐷𝑎𝑚𝑎𝑔𝑒 ⊆  𝑃ℎ𝑎𝑠𝑒 (64) 

𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝐼𝑛𝑓𝑟𝑎𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝐷𝑜𝑆  ⊆  𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝐼𝑛𝑓𝑟𝑎𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 ⊆  𝑇𝑎𝑟𝑔𝑒𝑡 (65) 



𝐻𝑎𝑐𝑘𝑒𝑟 =  {𝑥|∃𝑧 ∈  𝐷𝑖𝑠𝑟𝑢𝑝𝑡 ∋  (𝑥, 𝑧) ∈  ℎ𝑎𝑠𝐴𝑡𝑡𝑎𝑐𝑘𝐺𝑜𝑎𝑙} (66) 

𝐷𝑖𝑠𝑟𝑢𝑝𝑡𝐷𝑜𝑆  ⊆  𝐷𝑖𝑠𝑟𝑢𝑝𝑡 ⊆  𝐴𝑡𝑡𝑎𝑐𝑘𝐺𝑜𝑎𝑙 (67) 

𝐷𝑎𝑚𝑎𝑔𝑒 =  {𝑥|∃𝑦 ∈  𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚 ∋  (𝑥, 𝑦) ∈  ℎ𝑎𝑠𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚}(68) 

𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚𝐷𝑜𝑆  ⊆  𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚 ⊆  𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚 (69) 

𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝐴𝑡𝑡𝑎𝑐𝑘𝑀𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚 =  {𝑥|(∃𝑧 ∈  𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖 ∋  (𝑥, 𝑧)  ∈  ℎ𝑎𝑠𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛𝐿𝑒𝑣𝑒𝑙) ∧  (∃𝑦 ∈

 𝑃𝑟𝑜𝑡𝑜𝑐𝑜𝑙𝐸𝑟𝑟𝑜𝑟 ∋  (𝑥, 𝑦)  ∈  𝑢𝑠𝑒𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦) (70) 

𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑐𝐷𝑜𝑆  ⊆  𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑐 ⊆  𝐴𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑜𝑛𝐿𝑒𝑣𝑒𝑙 (71) 

ProtocolErrorDoS  ⊆  ProtocolError ⊆  Vulnerability (72) 

𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝐼𝑛𝑓𝑟𝑎𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 =  {𝑥|(∃𝑧 ∈  𝐴𝑐𝑐𝑒𝑠𝑠 ∋  (𝑥, 𝑧)  ∈  ℎ𝑎𝑠𝐴𝑠𝑠𝑒𝑡) ∧ (∃𝑦 ∈  𝑃𝑟𝑜𝑡𝑜𝑐𝑜𝑙𝐸𝑟𝑟𝑜𝑟 ∋

 (𝑥, 𝑦)  ∈  ℎ𝑎𝑠𝑉𝑢𝑙𝑛𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦)} (73) 

𝐴𝑐𝑐𝑒𝑠𝑠𝐷𝑜𝑆  ⊆  𝐴𝑐𝑐𝑒𝑠𝑠 ⊆  𝐴𝑠𝑠𝑒𝑡 (74) 

𝐴𝑐𝑐𝑒𝑠𝑠 =  {𝑥|∃𝑦 ∈  𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝐿𝑜𝑠𝑠 ∋  (𝑥, 𝑦)  ∈  ℎ𝑎𝑠𝑆 𝑎𝑏𝑜𝑡𝑎𝑔𝑒 (75) 

𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝐿𝑜𝑠𝑠𝐷𝑜𝑆  ⊆  𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙𝐿𝑜𝑠𝑠 ⊆  𝑆𝑎𝑏𝑜𝑡𝑎𝑔𝑒 (76) 

Attack Scenario Examples: the SCO Attack and SpamHaus 

In this section, we explore where a specific instance of a network attack (or individual) can belong within the 

Network Attack ontology. When the network attack ontology is available online as part of an early warning 

system, these classifications will be done automatically and in near real time. 

In May 2003, a commercial Unix distributer SCO was attacked via a Distributed Denial-of-Service (DDoS) attack 

(Shankland (2003)). This attack used a number of different computers to make requests for connecting to the SCO 

web server at the same time. The SCO web server was not able to respond in time to all the requests for 

connections. The result was that the SCO web presence was impaired during the attack. A SCO representative 

confirmed that they did not know who was responsible for the attack and that nobody admitted to be responsible 

for the attack. 

In a similar attack in December 2003, Moore and Shannon (2003) claimed that the SCO servers had to respond to 

more than 700 million attack packets over a period of 32 hours. This information was based on observations by 

the UCSD Network Telescope. The motive of the attack on the SCO web server was suspected to be anger at the 

SCO legal action case against IBM, regarding possible copyright of Linux code. 

On 16 March 2013, a DDoS attacked was launched on the SpamHaus website (Hanford (2013)). The attack 

reached a flow high enough to threatened the core infrastructure of the Internet (Leyden (2013)). A Dutch hosting 

company, CyberBunker, is rumoured to be responsible for the attack to retaliate for being listed on the SpamHaus 

anti-spam list but the company denied this (Markoff and Perlroth (2013)). The two attacks, on SCO in 2003 and 

SpamHaus in 2013, employed the same approach,  but differed in scale. In the decade between the attacks, the 

amount of data required to launch  a successful DDoS attack has grown considerably. 

These instances of Denial of Service attacks are shown in Figures 7. In these figures the Denial of Service Scenario 

sub-classes are shaded light grey. The sub-classes that are not required for the  

Denial of Service Scenario are shaded medium grey. The individuals are shaded dark grey. For the SCO individual 

the following two statements hold: 

𝑆𝐶𝑂𝑁𝑒𝑡𝑤𝑜𝑟𝑘 ∈  𝐶𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑒𝑁𝑒𝑡𝑤𝑜𝑟𝑘  

𝑆𝐶𝑂𝐴𝑡𝑡𝑎𝑐𝑘 ∈  𝐷𝑜𝑆𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 (77) 

For the SpamHaus individual the four following statements hold: 

𝑁𝑒𝑡ℎ𝑒𝑟𝑙𝑎𝑛𝑑𝑠 ∈  𝐴𝑐𝑡𝑜𝑟𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛  

𝐶𝑦𝑏𝑒𝑟𝐵𝑢𝑛𝑘𝑒𝑟 ∈  𝐴𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟  

𝑆𝑝𝑎𝑚𝐻𝑎𝑢𝑠𝑁𝑒𝑡𝑤𝑜𝑟𝑘 ∈  𝐶𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑒𝑁𝑒𝑡𝑤𝑜𝑟𝑘 

𝑆𝑝𝑎𝑚𝐻𝑎𝑢𝑠𝐴𝑡𝑡𝑎𝑐𝑘 ∈  𝐷𝑜𝑆𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 (78) 



 

Figure 7 SCO Attack  and SpamHaus Individuals 



 

For the SCO individual the aggressor was Flash Mob with Vigilantism motivation, and the scope is a Corporate 

Network of Medium size. The Actor Location was Indeterminate and the effect is Minor. For the Spamhaus 

individual the aggressor is Commercial (CyberBunker) with Ethical motivation. The scope of the attack was a 

Corporate Network of Medium size similar to SCO network. The Actor location was Foreign (Netherlands). The 

SCO and Spamhouse examples’ remaining classes were within the Denial-of-Service Attack Scenario definition 

as shown in Figure 6. 

Conclusions and Future Work 

In this paper we present an ontology for describing attacks executed against a computer network. The goal of the 

formal description is to enable future automated classification of network attacks.  This ontology is based on a 

taxonomy previously published. Our ontology is intended to support the automated classification of ongoing 

network attacks in the future when the ontology is sufficiently mature. We formally describe the classes and 

relations in the ontology using set theory notation, and implemented it in Protégé, an ontology editor. The Denial-

of-Service Attack Scenario is also described in detail. All the other mentioned Attack Scenarios can thus similarly 

be described. We show how examples of specific network attacks that occurred, such as the SCO attack, can be 

added as individuals to the ontology and then be correctly classified by the ontology an elements of Denial-of-

Service Attack Scenario class.  

Network sensors such as Intrusion Detection Systems (IDS) and Honeypots can be mapped into the ontology. A 

network sensor is any application or system that provide information about the network status. A sensor can be 

directly related to network attacks, such as an IDS or indirectly related such as a Network Telescope. Applications 

that provide abstract network information, such as bandwidth monitoring systems, can also act as a network 

sensors. By mapping the sensors, and what they measure, a determination of which scenarios can be measured by 

which sensors can be made. Some scenarios may even be proven to be un-measurable due to lack of a suitable 

sensor to directly detect their presence. 

The final goal of this work is to optimally establish what needs to be measured to determine if a network is in the 

initial stages of an attack, and what type of attack is being launched. This knowledge will allow for the earliest 

possible response plan to be put in place to remediate, or contain the event. 
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