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Abstract. Simultaneous Localization And Mapping (SLAM) assumes a static 

environment. In a dynamic environment, the localization accuracy and map 

quality of SLAM may be degraded by moving objects.  By removing these 

moving objects SLAM performance may improve. Oriented FAST (Features 

from Accelerated Segment Test) and Rotated BRIEF (Binary Robust 

Independent Elementary Features) (ORB)-SLAM [1] is a state-of-the-art SLAM 

algorithm that has shown good performance on several Red Green Blue - Depth 

(RGB-D) datasets with a moving camera in static and dynamic environments. 

ORB-SLAM is robust to moderate dynamic changes [1]. However, ORB-

SLAM has not been evaluated with a moving RGB-D camera and an object 

moving at a range of specific linear speeds. This paper evaluates the 

performance of ORB-SLAM with a moving RGB-D camera in a dynamic 

environment that includes an object moving at a range of specific linear speeds. 

Results from experiments indicate that a moving object at lower speeds, in the 

range tested, degrades the performance of ORB-SLAM and by removing the 

moving object the performance of ORB-SLAM improves. 
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1   Introduction 

Simultaneous Localization And Mapping (SLAM) enables a mobile robot to construct 

a map of an unknown, static environment and localize itself simultaneously [2]. Real 

world environments, however, are dynamic and contain moving objects that may lead 

to localization errors and reduce map quality. The performance of SLAM In Dynamic 

Environments (SLAMIDE) may be improved by the removal of moving objects or 

detecting and tracking these moving objects.   

Expensive sensors, such as laser scanners [3] have been used to solve SLAMIDE. 

Recently, research has involved the use of low-cost sensors such as cameras [4], [5], 

and RGB-D cameras [1], which generate both color and depth data. However, 

questions remain regarding sensor type, methods for differentiating stationary and 

moving objects [6], and how best to track moving objects and predict their positions 

over time. 

Oriented FAST (Features from Accelerated Segment Test) and Rotated BRIEF 

(Binary Robust Independent Elementary Features) (ORB)-SLAM [1] is a state-of-the-

art SLAM algorithm that has shown good performance on several Red Green Blue - 

Depth (RGB-D) datasets with a moving camera in static and dynamic environments. 

ORB-SLAM is robust to moderate dynamic changes [1]. However, ORB-SLAM has 

not been evaluated with a moving RGB-D camera and an object moving at a range of 

specific linear speeds.  

This paper evaluates the performance of ORB-SLAM with a moving RGB-D 

camera in a dynamic environment that includes an object moving at a range of 

specific linear speeds. A Vicon motion capture system is used to determine ground 

truth positions for the moving camera. Experiments show that a moving object at 

lower speeds, in the range tested, degrades the performance of ORB-SLAM and by 

removing the moving object the performance of ORB-SLAM improves. 
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The remainder of this work is organized as follows. Section 2 explains ORB-

SLAM, section 3 describes the experimental methods, section 4 contains the 

experiments and results, and section 5 concludes the paper. 

2   ORB-SLAM 

A detailed explanation of ORB-SLAM is given in [1]. It builds on Parallel Tracking 

and Mapping (PTAM) [7] and other algorithms. ORB features are used as they are 

computationally efficient and rotation invariant [8]. ORB-SLAM comprises of three 

parallel threads: tracking, local mapping and loop closing, as shown in Fig. 1. The 

tracking thread performs camera localization and new keyframe decision. The local 

mapping thread carries out new keyframe processing, local bundle adjustment and 

redundant keyframe removal.  The loop closing thread performs loop detection and 

closure [1]. 

Extensive evaluations of ORB-SLAM have demonstrated its excellent accuracy 

and robustness [9]. It is robust to moderate dynamic changes [1], not affected by 

brightness variations and offers computational efficiency. However, it is unsuitable 

for environments without features, similar features may cause incorrect loop closures 

and drift arises without loop closures [10]. 

3   Experimental methodology 

3.1   Experimental setup 

In the experiments, a moving object, a checkerboard (0.21 x 1.27 m) mounted on a 

Pioneer 3DX robot [11], was moved at a range of speeds (0.01, 0.1, 0.25, 0.5 m/s), in 

a straight line, in front of a feature-rich, scene. An RGB-D camera, an Asus Xtion Pro 

Live [12], was moved by hand in a straight line opposite to the direction of motion of 

the moving object, such that it captured the scene and the moving object, which 

moved to the center of the scene. Fig. 2 shows the test environment and the moving 

object. 

 

 

Fig. 1. ORB-SLAM threads, where KF is the keyframe. 

 

 

Fig. 2. Test environment and moving object. 

 



 

Fig. 3. RMSE versus linear speed. 

 

 

Fig. 4. Camera trajectories for one execution of ORB-SLAM, ORB-SLAM with threshold and 

ground truth for 0.1 m/s. The markers (stars and asterisks) for ORB-SLAM and ORB-SLAM 

with threshold indicate selected keyframes. Corresponding points are also marked on the 

ground truth trajectory. 

3.2   RGB-D data 

The Robot Operating System (ROS) [13] was used to capture RGB-D camera images 

of the experiments in ROS bag files [14]. The bag files together formed the dataset for 

the experiments and served as the inputs to ORB-SLAM.  

A Vicon motion capture system was used to record the ground truth of the camera. 

The ground truth camera pose was computed at the average time between the color 

and depth image pairs from the ASUS. 

3.3   Evaluation measure 

Errors in the camera pose were produced by motion of the moving object through the 

camera field of view. RMS Error (RMSE) was used to evaluate the translation error of 

the camera pose. RMSE is defined in (1), where n  is the number of estimates, ix̂  is 

the thi  estimate, and ix  is the corresponding ground truth. 

 

 

 



 

Fig. 5. Map from ORB-SLAM showing spurious measurements indicated by arrow. 

 

 

Fig. 6. Map from ORB-SLAM with threshold showing no spurious measurements. 
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4   Results 

The experiments were conducted with the ROS on a Linux computer, with an Intel 

Core i7 - 3720 CPU, with 2.6 GHz clock speed and 8 GB of RAM.  

The open-source implementation of ORB-SLAM [15] was evaluated with a 

moving RGB-D camera in a dynamic environment that included an object moving at a 

range of specific linear speeds.  

The performance of ORB-SLAM was compared to a modified version where a 

distance threshold was used to remove the moving object from its known position in 

the environment. The modified version is referred to as ORB-SLAM with threshold.  

Default parameters of ORB-SLAM were used. ORB-SLAM and ORB-SLAM with 

threshold were executed three times on each bag file in the experimental dataset, and 

the RMSE was calculated for the camera poses produced. 

Fig. 3 shows the RMSE of ORB-SLAM and ORB-SLAM with threshold for the 

linear speeds tested. The error of ORB-SLAM increases as the speed decreases of the 



moving object from 0.5 to 0.1 m/s. The error is highest at 0.1 m/s (0.11 m) and lowest 

at 0.5 m/s (0.02 m).  

ORB-SLAM with threshold has lower error than ORB-SLAM because the moving 

object is removed from the SLAM process. By removing the moving object, ORB-

SLAM’s performance improves by around 50% or more for linear speeds 0.01, 0.1 

and 0.25 m/s. 

Fig. 4 shows the camera trajectories for one execution of ORB-SLAM, ORB-

SLAM with threshold and the corresponding ground truths for 0.1 m/s.  

Spurious measurements from the moving object were included in the maps at all 

speeds for ORB-SLAM but were not visible in the map for ORB-SLAM with 

threshold as shown in Fig. 5 and Fig. 6. 

5   Conclusion 

This paper evaluated the performance of ORB-SLAM with a moving RGB-D camera 

in a dynamic environment that included an object moving at a range of specific linear 

speeds. Results showed that a moving object at lower speeds degraded localization 

performance, and spurious measurements from the moving object were included in 

the map. By removing the moving object, the performance of ORB-SLAM improved 

by around 50% or more for linear speeds 0.01, 0.1 and 0.25 m/s.  

In the tests performed, the environment was known and, in this case, the moving 

object could be removed by using a distance threshold. In an unknown, dynamic 

environment, methods for moving object removal and/or methods for detecting and 

tracking moving objects should be applied to improve SLAM performance. 
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